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ABSTRACT 

Features play an important role in representing classes in the hierarchy structure, and using unsuitable 

features will affect classification performance. The discrete wavelet transform (DWT) approach provides the 

ability to create the appropriate features to represent data. DWT can produce global and local features using 

different wavelet families and decomposition levels. These two parameters are essential to obtain a suitable 

representation for classes in the hierarchy structure. This study proposes using a particle swarm optimisation 

(PSO) algorithm to select the suitable wavelet family and decomposition level for G-protein coupled receptor 

(GPCR) hierarchical class representation. The results indicate that the PSO algorithm mostly selects 

Biorthogonal wavelets and decomposition level 2 to represent GPCR protein. Concerning the performance, 

the proposed method achieved an accuracy of 97.9%, 85.9%, and 77.5% at the family, subfamily, and sub-

subfamily levels, respectively. 
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1. INTRODUCTION 

Proteins play an important role in the structure and function of all living cells and viruses. Proteins 

have several general functions: structural, defence, receptor, signal, transport, movement, hormone, 

and storage. Receptors are protein molecules receiving chemical signals from outside the cell and 

allowing certain molecules to enter and leave the cell. G-protein coupled receptors (GPCR) exist 

on the surface of every cell [1]. GPCRs generate signals in cells to regulate key physiological 
processes, such as hormone signalling, neurotransmission, cognition, vision, taste, pain perception, 

and others. It is also known as the seven transmembrane domain (7TM) receptor because there are 

seven transmembrane segments in which three loops are outside the cell, and three loops are inside 
the cell, with the N-terminal position being inside the cell and the C- terminal being outside the 

cell. GPCR consists of three levels: family, subfamily, and sub- subfamily. The family level consists 

of five classes: families A, B, C, D, and E. The subfamily level consists of 38 classes, and the sub-

subfamily level consists of 87 classes. Since GPCR has very complicated relationships between 
classes, classifying GPCR has proven to be very difficult [2]. In addition, many protein sequences 

in the same family share homology with protein sequences in other families, increasing 

classification difficulty [3]. GPCR classification not only depends  on  sequence  order  but  also  
includes  structural,  functional,  and  evolutionary 
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characteristics, such as chemical and pharmacological factors [4]. GPCRs are one of the most 
challenging data sets to classify based on these factors. 

 

The discrete wavelet transform (DWT) method is suitable for representing features of biological 

data ([5]; [6]; [7]; [8]; [9]). With the nature of the multire solution analysis, DWT can provide 
information on protein sequences more effectively and allow biological signals to be analysed in 

the frequency domain and time domain ([9]; [6]). This property is not found in signal processing 

methods, such as the Fourier transform, which can only study signals in the frequency domain ([10]; 

[11]; [8]; [12]). Therefore, the advantages of this DWT method can provide more information than 
other feature representation methods ([13]; [14]; [15]; [16]; [17]). DWT can produce global and 

local features in various decomposition levels to be analysed and produce features that do not have 

overlaps [18]. DWT can also decompose global features, such as PseAAC and AAC, into 
coefficients at different decomposition levels, producing global and local features for a protein 

sequence ([9]). Global features are obtained from approximation coefficients, while local features 

are obtained from detailed DWT coefficients [6]. [19] used DWT Coiflet 4 family with 
decomposition level 3 to obtain global and local features. Although this method has achieved high 

accuracy for all three levels of the GPCR protein hierarchy, the dataset only includes classification 

at the family, subfamily A, and sub-subfamily Amine levels. 

 
Selecting the appropriate DWT family type and decomposition level is important in data analysis. 

It is because an accurate representation will preserve the important data features to be analysed and 

further help to understand its organisation and complexity ([20]; [21]). The selected DWT family 
needs to meet the characteristics of orthogonality, symmetry, and shape similarity with the studied 

data signal ([22]; [23], [25]). Nevertheless, most studies chose the family type and DWT 

decomposition level selection based on experience or manually ([20]; [24]). Different family types 
and decomposition levels can be used in DWT. Types of DWT families are Haar, Daubechies, 

Coiflets, Symlets, Discrete Meyer, and Biorthogonal. The decomposition level is related to the 

number of global and local features produced from DWT [26]. Using a high decomposition level 

on a short sequence will produce overlapping information, while using a low decomposition level 
on a long sequence will ignore much detailed information about the sequence ([14]; [27]). 

Therefore, selecting the appropriate family type and DWT decomposition level for the feature 

representation of a class is important because these two parameters affect the classification 
performance ([28]; [29];[30]; [26]; [31]). Some studies used metaheuristic methods to optimise the 

selection of family types and DWT decomposition levels, such as genetic algorithms ([32]; [33]), 

particle swarm optimisation ([34]; [26], [32]), whale optimisation algorithm [35], and evolutionary 

quantum swarm algorithm [36]. Many researchers used metaheuristic methods to obtain the optimal 
wavelet family and the decomposition level for research in engineering fields. However, no 

research has been done to choose the optimal DWT family type and decomposition level for protein 

feature representation in hierarchical classes. 

 
The organisation of the remaining paper is as follows. The methodology section discusses the 

proposed methods, the particle swarm optimisation (PSO) algorithm to select the wavelet family 

and decomposition level to represent each parent class in the G-protein coupled receptors (GPCR) 

protein hierarchy. This section also explains the hierarchical classification and classifier used in 
this study. Lastly, the results and discussions section contains the experiment’s findings, and 

conclusions are presented in the last section. 
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2. METHODOLOGY 

Figure 1 shows the flowchart of the overall GPCR protein hierarchical classification using the 

features generated from the optimal wavelet family and decomposition level. This process begins 

by representing the GPCR protein sequence using the pseudo amino acid composition algorithm 
(PseAAC). This algorithm converts each protein sequence consisting of letters into a vector with 

170 numerical features. Next, these numerical features must be converted to wavelet coefficients 

using the suitable wavelet family, m, and decomposition level, n. There are 82 wavelet families, 

and seven decomposition levels can be chosen. The PSO algorithm has been used to determine each 
class’s wavelet family and decomposition level at the parent node of the GPCR protein hierarchy. 

 

Figure 1. The GPCR protein hierarchical classification flowchart 

 

The DWT process at each decomposition level, j, will produce approximation and detail 

coefficients; they will be used for the transformation process for the next level. The number of 
coefficients generated depends on the decomposition level, j, chosen by the PSO algorithm. This 
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feature vector is then classified using a top-down hierarchical classification algorithm using the 

SVM classifier. The following subsections describe each step involved in the GPCR protein 

hierarchical classification, as shown in Figure 1. 

 

2.1. Data Collection 
 

This study uses the G-Protein Coupled Receptor (GPCR) protein hierarchy benchmark dataset 

collected by [37], known as GDS. The entire protein sequence has a length measurement of no 

more than 280 residues. Only classes with a number of data greater than ten at the third hierarchical 
level are used. It makes a total of five classes at the first level, 36 at the second level, and 87 at the 

third level of the hierarchy. The total number of protein sequences used in this study is 8,222 protein 

sequences. The GDS dataset is available at http://www.cs.kent.ac.uk/projects/biasprofs/down-

208loads.html. This data has been used by past researchers, such as [38], [39], [40], [41], [42], and 
[43]. 

 

2.2. Feature Representation 
 

This study uses two feature representation methods: pseudo-amino acid composition (PseAAC) 
and discrete wavelet transform (DWT). 

 

2.2.1. Pseudo Amino Acid Composition (PseAAC) 
 

The GPCR protein sequences are first represented using the pseudo amino acid composition 
(PseAAC) method. This method transforms the protein sequences into numerical features. Here are 

the steps implemented to transform protein sequences into numerical features using the PseAAC 

method. In the PseAAC method, protein P can be written as: 
 

PseAAC=P1,P2,...,P20,...,P^ (1) 

Where 
 

 

The first twenty elements from P1 to P20 in Equation (1) represent the frequency of the amino acid 

in the sequence. The symbol λ is the amino acid correlation rank used where λ= 1,…, m. This rank 

value is a non-negative integer value smaller than the protein sequence’s length. The n value 
represents the number of physiochemical properties of the amino acid used. This study uses six 

physiochemical properties of the amino acid as in [44], namely the mass properties, the pK group 

from pK from the α-COOH group, and the pI group at 25∘C. The weighting factor, w, is created to 

emphasise PseAAC compared to protein features using the amino acid composition. PseAAC 
protein features are obtained directly through the PseAAC web server ([45]). There are two types 

of PseAAC: type I and type II. The study of [45] found that PseAAC type II is more suitable to be 

used as a protein feature. PseAAC type II considers the contribution of physiochemical properties 
during the calculation ([46]). Therefore, the features generated for each protein sequence from the 

parameters determined above according to Equation (2) is = 20+6*25, which is 170 features. 

 

The feature normalisation process is next on the PseAAC features, in which each feature is scaled 
to the limit range [0,1] so that the feature value is in a small range. Normalising features can prevent 

features with large values from dominating features with small values. In addition, it can also 

simplify the calculation process. The formula for feature normalisation is in Equation (3): 
 

(3) 

http://www.cs.kent.ac.uk/projects/biasprofs/down-208
http://www.cs.kent.ac.uk/projects/biasprofs/down-208
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2.2.2. Discrete Wavelet Transform (DWT) 
 

The next step is calculating the wavelet transform on the normalised PseAAC features. There are 

two important functions in DWT: the scaling and wavelet functions. The scaling function is used 

to get low-frequency features for the normalised PseAAC features, and these low-frequency 
features are known as the approximation coefficients containing global information. The definition 

of the scaling functionis  as in Equation (4) [47]: 

(4) 

 

where x, a, and b denote the data, scaling, and translation parameters, respectively. The wavelet 

function  is used to obtain detail coefficients or local features. The definition of the wavelet 

function is in Equation (5) [47]: 
 

(5) 

 

This study combines approximation and detail coefficients depending on the wavelet family 
selection and decomposition level selection to form the coefficient vector. The detail coefficients 

are retained since they may contain valuable information. DWT can be implemented using different 

wavelet family types. Each wavelet family type has its scaling and wavelet functions [31]. The right 
family type should be selected so DWT can be used efficiently [18]. In this study, 82 wavelet 

families are available to represent GPCR proteins. These wavelet families include 20 from the 

Daubechies family (Db1-Db20), 20 from the Symlet family (Sym1-Sym20), five from the Coiflet 
family (Coif1-Coif5), six from the Fejer-Korovk in family, 15 from the Biorthogonal family, 15 

from the Reverse Biorthogonal family, and one from the Meyer family. Each family differs based 

on compact support, vanishing moment, symmetry, and orthogonality [48]. 

 

DWT can analyse the PseAAC feature vectors at various resolutions, which can be done by 
decomposing the PseAAC feature vector into several decomposition levels. The maximum level 

that can be implemented is based on the formula log2 (N), where N is the size of the PseAAC 

feature. Since the feature size of PseAAC is 170, the maximum possible decomposition is seven 

levels. 

2.2.3. Particle Swarm Optimisation (PSO) Algorithm 

Particle swarm optimisation (PSO) is an intelligence-oriented, stochastic computing technique 
introduced by Kennedy and Eberhart in 1995 [49]. PSO has been widely used for many optimisation 

problems because of its unique search mechanism and simple implementation. It was inspired by 

the social behaviour of birds looking for food. In this algorithm, the birds in the flock are a solution 

in a high-dimensional space with four vectors: the current position, the best position obtained so 
far, the best position of the other particles, and the velocity. According to [50, 51], the PSO 

algorithm does not require many calculations and fast convergence. Two important parameters in 

PSO are pbest and gbest. The pbest value is the best accuracy value for each particle up to iteration, 
t, while the gbest value is the best global accuracy value. The fitness function for each particle is 

calculated using Equation (6) where c(i) is the number of protein sequences correctly classified in 

class i and Total (i) is the total number of protein sequences in class i. Each particle updates its 

position and velocity in each iteration based on Equations (7) and (8): 
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   (6) 

 
   (7) 

 

 

     (8) 
 

 

where is the particle position, is the particle velocity, is the best-remembered position, 
and are cognitive and social parameters, r1 and r2 are random numbers between 0 and 1. 

 
Figure 2 shows the PSO algorithm for calculating each parent class’s approximation and detail 
coefficients in the GPCR protein hierarchy. 

 

 
Figure 2. Pseudo code of the Particle Swarm Optimisation Algorithm 

 

The parameter values for the PSO algorithm set in this study are presented in Table 1. The 
parameters and are based on the parameters set in [50]. 

 
Table 1. The parameter list for the PSO algorithm 

 
 

Parameter Value 

Particle size 30 

Number of iteration 100 

, 1.49445 

Step 1: Assign two random positions value to each particle. The first position resembles the 

wavelet family, and the second position is the decomposition level. 

Step 2: Generate the wavelet approximation and detail coefficients based on the selected 

wavelet family and decomposition level. 

Step 3: Evaluate the classification accuracy for each particle using the fitness function in 

Equation (6). 

Step 4: Compare the classification accuracy for each particle to the accuracy from the pbest 

position. If the particle’s classification accuracy value is better than the pbest value, 

update the pbest value using the latest classification accuracy value. 

Step 5: Identify the particle with the highest classification accuracy value and assign as gbest. 

Step 6: Update the position and velocity of each particle using Equations (7) and (8). 

Step 7: Repeat Steps 2 to 5 until the number of iterations does not exceed the maximum 

iteration or has found a high accuracy value. 
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The coefficients or features generated from the selected wavelet family and decomposition level 

that produced the highest accuracy for each class are selected as features representing the class in 

the hierarchy. The next step is to classify the features in the hierarchical structure. 

 

2.3. Hierarchical Classification 
 

In this study, the type of hierarchy used is a tree, and the type of hierarchical classification used is 

Local Classification at the Parent Node (LCPN). Figure 3 shows an example of a tree hierarchy 

consisting of three levels. This hierarchy has five parent nodes: the root node, nodes 1, 2, 2.1, and 
2.2. A leaf or terminal node consists of nodes 1.1, 1.2, 2.1.1, 2.1.2, 2.2.1, and 2.2.2. The 

classification model is trained using the exclusive sibling policy, as described in [52]. For example, 

in Figure 3, the shaded box indicates node 2.1. The positive data set for node 2.1 is node 2.1, while 

the negative data set for node 2.1 is node 2.2. 

 

 
Figure 3. Hierarchical classification using Local Classification on the Parent Node (LCPN) 

 

Local classification methods are divided into three types: local classification at each node (LCN), 
local classification at each hierarchical level (LCL), and local classification at each parent node 

(LCPN). Different methods are used to train hierarchical classification depending on the type of 

local classification. In this study, the support vector machine (SVM) classifier is located on each 
parent node except the leaf node. The SVM classifier performs well using the PseAAC feature 

representation method [53]. Therefore, in this study, the classifier used in each parent node in the 

hierarchy is the SVM classifier. Each SVM model’s training is done using a positive training dataset 
from the parent node and a negative dataset from the parent’s sibling nodes. 

 

The top-down hierarchical classification method is used to classify the test data for the classification 
phase. Referring to Figure 3, the classifier in the root node will classify the data to the node in the 

first level, which is class 1 or 2 only. This data will then be sent to the second level according to 

the classification results from the root node. For example, if the SVM classifier classifies new data 

into class 2, this data will be classified by the classifier into class 2.1 or 2.2. If the data is classified 
as node 2.1, the next classification is to the leaf nodes, which are nodes 2.1.1 or 2.1.2. The SVM 

classifier is used to predict GPCR since it is a robust classifier in multiple areas of biological 

analysis [44]. This study uses the binary SVM classifier and the ECOC model available in 
MATLAB R2019 a software. The coding method used in this study is one-to-one classification 

(OVO), while the type of kernel used is Radial Basis Function (RBF). 
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2.4. Performance Evaluation 
 

The five-fold cross-validation method is used for the evaluation of the proposed algorithm. Data is 

divided into five subsets that have almost the same size. After training the SVM classifier using 

four subsets, the classifier’s performance is tested using the fifth subset. This process is repeated 
five times so that each subset can be used as test data. 

 

The effectiveness of the proposed techniques is tested based on four performance testing criteria: 

accuracy (A), precision (P), recall (R), and F-score (F). These measurement values are used to 

evaluate the output classification performance resulting from the developed method. Accuracy, 
precision, recall, and F-score values are defined in Equations (9), (10), (11), and Equation (12). 

 

Equation (9) is used to obtain the accuracy value for each class in the hierarchy, where c(i) is the 

number of protein sequences correctly classified in class i and Total (i) is the total number of protein 

sequences in class i. In Equations (10), (11), and (12), the values of true positive(TP), false negative 

(FN), true negative (TN), and false positive (FP) have been used. A true positive (TP) is a situation 
when a positive case is successfully classified as a positive class, and a false negative (FN) is a 

positive case classified as a negative case. A true negative (TN) is a negative case successfully 

classified as negative, and a false positive (FP) is a case that is negative but classified as positive.  

 

 

3. RESULTS AND DISCUSSIONS 

This paper used the optimised DWT features and SVM classifier in the GPCR protein hierarchical 

classification model. The results were analysed using three hierarchy levels: family, subfamily, and 

sub-subfamily. The family, subfamily, and sub-subfamily levels consist of 5, 38, and 87 classes, 

respectively. 
 

Figure 4(a) shows the PseAAC features vector graph for one of the class A GPCR proteins. The 

DWT transformed the PseAAC features into approximation and detail coefficients using the Coiflet 
4 wavelet family and three decomposition levels as an example. Graphs 4(b), 4(c), and 4(d) show 

the detailed wavelet coefficients for decomposition levels 1, 2, and 3 containing local features of 

the protein. In contrast, graph (d) shows the wavelet approximation coefficient with the protein’s 
global features or rough characteristics. 

 

For further discussion, the results are divided into two parts. The first part discusses the selected 

wavelet family and decomposition level for each parent node in the GPCR protein hierarchy, and 
the second part discusses the proposed algorithm performances. 
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Figure 4. Representation of PseAAC features for class A GPCR proteins using the Coiflet4 wavelet family 

with three decomposition levels 

 

3.1. Selection of Wavelet Family and Decomposition Level 
 

Table 2 shows the types of wavelet families selected by the PSO algorithm for five folds of the 

dataset. Each data set fold contained 11 wavelet families to represent 11 parent node classes in the 

GPCR protein hierarchy, which are the root, family A, family B, family C, subfamily A Amine, 
subfamily A Hormone, subfamily A Nucleotide, subfamily A Peptide, subfamily A Thyro, 

subfamily Prostanoid, and subfamily C CalcSense. Therefore, the total amount wavelet families for 

the five folds of the data set are 55 wavelet families. The wavelet family and decomposition level 
selected bythe PSO method at eleven hierarchy nodes are analysed. It is clear from Table 2 that the 

wavelet family and decomposition level selected at different parent nodes differ considerably. It 

corroborates the use of PSO, which automatically determines each class node’s wavelet family and 

decomposition level. 

 
Table 2. Selected wavelet family and decomposition level at each GPCR node 

 
 

Class node Wavelet family and decomposition level 

Root (RBior 3.7,1), (Bior4.4,3), (Bior5.5,3), (Bior2.2,3), (Bior3.7,1) 

Family A (RBior4.4,2), (FK14,3), (Db1,1), (Db8,2), (Db3,1) 

Family B (RBior4.4,2), (RBior3.3,4), (Db3,1), (Bior2.8,2), (Sym5,2) 

Family C (Db8,2), (Db1,1), (Bior5.5,2), (FK4,2), (Rbio1.4,2) 

Subfamily A A mine (Bior3.7,1), (Sym10,3), (Db1,1), (Bior1.5,4), (RBio3.3,2) 

Subfamily A Hormone (Bior2.8,1), (FK4,5), (Bior4.4,5), (Bior2.2,7), (RBio2.2,6) 

Subfamily A Nucleotide (Sym10,7), (Sym5,6), (Sym8,1), (Sym10,2), (Db8,3) 

Subfamily A Peptide (RBio6.8,1), (Bior2.2,1), (Db1,4), (Rbio1.1,3), (Db8,1) 

Subfamily A Thyro (Bior3.9,6), (Bior3.1,2), (RBio3.7,5), (Sym9,6), (Bior5.5,5) 

Subfamily A Prostanoid (Bior1.5,3), (Bior4.4,2), (RBio1.5,2), (Sym8,6), (RBio2.2,6) 

Subfamily C CalcSense (Bior3.3,5), (Bior2.2,4), (RBio1.5,2), (Sym5,2), (Rbio1.3,7) 
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Figure 5. Selection frequency of each wavelet family at each node of the GPCR hierarchy 

 

Figure 5 shows the selection frequency of the wavelet family at each parent node of the GPCR 

hierarchy. Out of 55 wavelet families, 19 wavelet families are selected from the Biorthogonal (Bior) 

family, 14 from the family Reverse Biorthogonal (Rbio), ten from the Daubechies (Db) family, nine 

from the Symlet(Sym) family, and three from the Fejer-Korovkin (FK) family. The Biorthogonal 
wavelet family is the choice for representing most protein classes because most scaling and wavelet 

functions in this family have a sudden shape change. It is consistent with PseAAC features as in 

Figure 4(a), for example, which have a rough shape and many sharp variations. Additionally, 
according to [54], the Biorthogonal wavelet can eliminate redundant information from protein 

sequences, minimise feature information leakage and aliasing, allow feature vectors to represent 

the original sequence information, and enhance prediction performance. In addition, PSO selects 
Daubechies and Fejer-Korovkin wavelets at least nine times. In contrast, the Coiflet wavelet family 

is not an option to express the PseAAC feature because the scaling and wavelet functions did not 

resemble the PseAAC feature in this study. 

 
Figure 6 shows the frequency of selected decomposition levels to represent protein classes. 

Decomposition level 1 produced half of the 170 PseAAC features as 85 approximation and 85 detail 

coefficients. Therefore, decomposition level 1 allowed the preservation of global and local 

information. Decomposition level 2 produced half of the 85 PseAAC features as 42 approximation 
and 42 detail coefficients. This process continues for the rest of the decomposition levels. Out of 

55 wavelet families, 16 used decomposition level 2, the highest decomposition level used in feature 

representation. It is followed by 13 wavelet families using decomposition level 1 and eight wavelet 
families using decomposition level 3. Four wavelet families used decomposition level 4, five 

families chose decomposition level 5, and six families chose decomposition level 6. The least 

decomposition level selected for the feature representation is decomposition level 7, which is 3. 

The greater decomposition level will increase the number of detail coefficients and decrease the 
number of approximation coefficients. The protein class requires more local information than 

global information to represent it. 
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Figure 6. Selection frequency of each decomposition level at each node of the GPCR hierarchy 

 

3.2. GPCR Classification Performance Without Virtual Class 
 

Table 3 shows the performance for classifying GPCR using SVM at the family level. It can be 

observed from the results show that, at the family level, DWT+PSO is the best feature extraction 

strategy. The performance achieved by DWT+PSO is 97.9% for accuracy, precision, and recall, 
and the F-score achieved is 0.979. 

 

Table 4 shows the performance for classifying GPCR using SVM at the subfamily level. As shown 

in the table, DWT+PSO is the best feature extraction strategy at the subfamily level at this hierarchy 

level. The performance achieved by DWT+PSO is 85.9%, 88.6.7%, 88.4%, and 0.885% for 

accuracy, precision, recall, and F-score, respectively. Nevertheless, the DWT+PSO algorithm 
achieved almost the same accuracy as PseAAC, which is 85%. 

 

Table 3. GPCR classification performance for family level 
 
 

Feature 

extraction 

method 

 

Accuracy (%) 

 

Precision (%) 

 

Recall (%) 

 

F-score 

PseAAC 97.7 97.7 97.7 0.977 

DWT+PSO 97.9 97.9 97.9 0.979 

 

Table 5 shows the performance for classifying GPCR using SVM at the sub-subfamily level. It can 
be seen from this table that, at the sub-subfamily level, the best accuracy comes from DWT+PSO, 

which is 77.5%. The best precision, recall, and F-score come from DWT+PSO, 87.7%, 82.3%, and 

0.849, respectively. 

 

Tables 4 and 5 show that the precision value is higher than the accuracy value for the classification 

results using PseAAC and PSO at the subfamily and sub-subfamily levels. However, the accuracy 

value is not a good metric for imbalanced data sets, and it is because high accuracy can also be 

achieved by successfully classifying the dominant negative class. Since it has been confirmed that 

the GPCR protein has imbalanced data for each class ([55], [40]), getting a high precision value is 

more important ([56]). It is the same case in Table 5, whereby the recall value is higher than the 

accuracy value. It also denotes that DWT+PSO performed well in an imbalanced GPCR protein 

dataset. 
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Table 4. GPCR classification performance for sub family level 

 
 

Feature extraction 

method 

 

Accuracy (%) 

 

Precision (%) 

 

Recall (%) 

 

F-score 

PseAAC 85.3 87.7 87.7 0.877 

DWT+PSO 85.9 88.6 88.4 0.885 

 

Table 5. GPCR classification performance for sub-sub family level 

 
Feature extraction 

method 

 

Accuracy (%) 

 

Precision (%) 

 

Recall (%) 

 

F-score 

PseAAC 76.9 86.2 77.4 0.816 

DWT+PSO 77.5 87.7 82.3 0.849 

 

Table 6 compares GPCR protein classification accuracy performance between previous studies 
using the GDS data set and this study. It was found that this study produced an accuracy value of 

97.9% at the family level, which is almost the same as the accuracy value in the study of [42], [40], 

[41], [57], and [39]. This study obtained an accuracy value of 86% for the second level of the 
hierarchy. However, [40] has obtained higher accuracy values for the second level of the hierarchy, 

which is 89.2%. For the third level, the accuracy value obtained from this study is 78.3%. The 

highest accuracy value for the third level was obtained from the study of [40], with an accuracy 
value of 90.95%. 

 

Table 6. Comparison of GPCR protein classification using the GDS dataset 

 

Authors Super 

Family 
Family Subfamily Sub-subfamily 

[37] - 90.59% 73.77% 58.08% 

[43] - 96.97% 82.72% 70.46% 

[42] 99.75% 97.38% 81.91% 73.34% 

[41] - 97.41% 84.97% 75.60% 

[40] 98% 97.5% 89.2% 90.95% 

[57] - 97.40% 87.78% 81.13% 

[39] - 97.17% 86.82% 81.17% 

This study - 97.9% 86% 78.3% 

 

Although the accuracy of this study is lower than [40] at the subfamily and sub-subfamily level, 
their research focused on optimising the GPCR protein classifiers. In contrast, this study tried to 

optimise the representation of GPCR proteins at the feature level. Hence, compared to other studies, 

it was found that this study’s results are comparable to [57] and [39] at the family and subfamily 
levels, which used the current trending deep learning method. 

 

4. CONCLUSIONS 

In this study, the particle swarm optimisation (PSO) algorithm has helped to identify the wavelet 

family and the appropriate decomposition level for each parent class representation in the GPCR 
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protein hierarchy. There is still much room for improvement and development in this study. The 

imbalance data problem in the data set is always encountered in data mining. The GPCR dataset 

also suffers from the same problem in which 60% of the known GPCR protein sequences are 
proteins from the A family. The sampling process must be considered to overcome this problem, 

such as using the Synthetic Minority Over sampling Technique (SMOTE) algorithm. SMOTE is an 

oversampling technique generating synthetic samples from minority classes, and it is used to obtain 
a synthetically balanced training set for each class and then train the classifier. 

 

Future research is welcome to study the appropriate wavelet family and decomposition levels for 

GPCR protein class representation to perform better. The experiments conducted in this study 

utilised parameter values for the PSO algorithm based on previous studies. This study did not 
examine whether the parameters are appropriate values for PSO. Therefore, there is a need for a 

comprehensive study to determine the appropriate parameter values required for the PSO algorithm 

as an algorithm for selecting the wavelet family and the decomposition level. 

 
There are several approaches to hierarchical classification that can be implemented. It includes the 

global hierarchical classification method that does not suffer the propagated errors problem. This 

method generates a complex classification model from a training set for global classification 

andconsiders the class hierarchy as a whole during classification. Each test data will be classified 
based on the classification model produced for the test phase. It is hoped that this global hierarchical 

classification method can help improve the hierarchical classification performance of GPCR 

proteins. 
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