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ABSTRACT

Topic detection in dialogue datasets has become a significant challenge for unsupervised
and unlabeled data to develop a cohesive and engaging dialogue system. In this paper, we
proposed unsupervised and semi-supervised techniques for topic detection in the conversa-
tional dialogue dataset and compared them with existing topic detection techniques. The
paper proposes a novel approach for topic detection, which takes preprocessed data as an
input and performs similarity analysis with the TF-IDF scores bag of words technique
(BOW) to identify higher frequency words from dialogue utterances. It then refines the
higher frequency words by integrating the clustering and elbow methods and using the Par-
allel Latent Dirichlet Allocation (PLDA) model to detect the topics. The paper comprised a
comparative analysis of the proposed approach on the Switchboard, Personachat and Mul-
tiWOZ dataset. The experimental results show that the proposed topic detection approach
performs significantly better using a semi-supervised dialogue dataset. We also performed
topic quantification to check how accurate extracted topics are to compare with manually
annotated data. For example, extracted topics from Switchboard are 92.72%, Peronachat
87.31% and MultiWOZ 93.15% accurate with manually annotated data.
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1 INTRODUCTION

Initial techniques of representing textual information for conversation were focused on
keywords, which are single words or phrases that have been determined as crucial for
expressing a document’s content. Today’s conversational systems can rely on multiple
modalities such as voice [1], body motion [2], gaze movements [3]. The last five years have
seen rapid growth in text-based chatbots, designed to interact via human conversation
(text or speech-based) and perform specific tasks. Such task-based chatbots are usually
focused on a specific domain, e.g. tourist venue or entertainment. These chatbots are
mostly integrated with a software application or a web portal to ease and speed up cus-
tomer support [4]. These chatbots also provide a speech interface via a dedicated device,
such as a smart speaker or a mobile phone-based device. The limitations of these chatbots
are typically restricted to single-turn utterances to perform some specific tasks or provide
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some information requested from a user. However, such chatbots can not support continu-
ous conversations, typically consisting of multiple utterances in conversational dialogue [5].
Human conversational dialogue is far more complex as it consists of much more than in-
dividual commands or queries but contains multiple paradigms, for example, exchanges of
information across topics, discussion, argument, and storytelling [6]. Several categories for
intelligent conversational systems have been identified: task-oriented, questions answering
systems, (open) social conversational systems, and purposeful conversational systems [7].
In a task-oriented conversational system, the system attempts to recognise specific user
intent to fill ’slots’ that parameterise a query or action the system can carry out. Social
conversational systems are also open-domain systems where no specific domain is defined.
Instead, the system aims to establish a connection with a user to carry out a long-term
conversation by satisfying the user’s communication needs, social belonging and affection
[8]. It can be considered a combination of task-based and open domains where the in-
tention is to engage in the conversation with a more general goal rather than just for
entertainment or specific (slot filling) purposes.

In a purposeful conversational system, the system aims to establish a connection with
a user through social interaction to carry out a long-term conversation by providing some
valuable information to the user rather than just chit-chat. The interaction between the
user and an agent revolves around a specific topic at a particular moment, and conver-
sation shifts accordingly when the topic has changed for the interaction [7]. During the
conversation, either the user explicitly changes the topic for the interaction with an agent,
or the agent switches between the topics following the Dialog Move Tree (DMT) [9]. Most
of the time, people often have to talk with an agent either in first-time encounters or with
some acquaintances. In this scenario, managing the conversation with a user is challenging
when an agent has no prior knowledge to interact with a user. Especially when a conver-
sational topic is not defined [10]. In a machine-oriented conversational system, the agent
needs to keep engagement with the user by managing the topics because the topics can
influence the relevance of the dialogue and the user’s engagement in the system[11].

Thus, managing the transitions between topics and suggesting a new topic for the
conversation is essential. In this scenario, either a user can propose a topic for the conver-
sation or an agent can propose a topic and lead the conversation. This research is based
on a machine-oriented conversational system, where an agent can propose a topic, steer
the conversation, and switch between topics when needed. There are two possibilities in
a machine-oriented conversational system. Firstly, the agent already knows the topics for
the conversation if the system is trained with the labelled dataset. Secondly, the system is
trained with an unlabelled dataset, and an agent does not have prior knowledge about the
topics for the conversation. So, topic detection is essential in a conversational system when
an agent has no prior knowledge of topics discussed in the conversation. This paper’s pro-
posed approach focuses on ”how to improve the topic detection in conversational
dialogue corpora”? The objective is to detect the topics previously held in the unsuper-
vised dialogue corpora in the experimental phase to train the agent. The contribution
of this research is the paper presents an experiment based on two phases for
topic detection from the unsupervised dialogue corpus. The experimental re-
sults show that the proposed approach performs significantly better than the
traditional topic detection methods. The experiment begins with an unsupervised,
unlabeled dialogue corpus containing only dialogue utterances to run the model and detect
topics. In the second phase, a partially labelled, semi-supervised dialogue corpus is used
to train the model and test on unsupervised data for topic detection.
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Existing approaches such as k-mean clustering and LDA model approaches are mainly
used separately to detect topics from textual documents and tweets [12]. The proposed
experimental approach integrates the term similarity analysis technique based on TF-IDF
scores and a bag of word approach to identify higher frequency words from dialogue utter-
ances. Secondly, the higher frequency words refine by integrating the clustering technique
and elbow method for the interpretation and validation to select the optimal number of
clusters. Lastly, the Parallel Latent Dirichlet Allocation (PLDA) model explains a set of
cluster observations to achieve topic detection. In this approach, each dialogue utterance
is considered a document. The classical bag of words approach evaluates the importance
of words in each document with the TF-IDF weighting scheme. The term similarity anal-
ysis group similar terms and clusters the document-to-document and document-to-cluster
combination. Also, we use the elbow method to interpret and validate consistency within-
cluster analysis to select the optimal number of clusters. We use precision, recall and
F-measures metrics for the evaluation to compare our results with traditional topic detec-
tion approaches. We used switchboard 1, personachat 2 and multiWOZ3 dataset because
it is based on human conversational dialogues. Moreover, these metrics we used for the
evaluations are widely used to evaluate comparable systems.

The rest of the paper is structured as follows: section 2 presents background knowledge
and a review of topic detection techniques. It also explains how topic detection differs
in dialogue systems and the related work for topic detection. Section 3 describes the
proposed experimental approach and explains the methods and techniques we follow for
the experiment. Section 4 presents the experimental results to evaluate extracted topics
with traditional topic detection techniques. Finally, the conclusion summarised the whole
experimental proposed approach and evaluation with an explanation of future work.

2 RELATED WORK

The world has experienced a massive increase in digital data across the internet in audio,
video and text. Nowadays, people are more engaged with social media, news sites and
blogs to seek updated information. However, in seeking information from textual data,
the topic plays a vital role in classifying, organising and identifying the nature of the
document [13]. In 1996, topic detection and tracking were a DARPA (Defense Advanced
Research Projects Agency) sponsored initiative to investigate state of the art in finding and
following the event in a stream of broadcast news stories [14]. Topic detection is helpful in
many applications such as discovering natural disasters as soon as feasible [15,16], assisting
political parties in predicting election results [17], and businesses in understanding user
perspectives. It is also valuable for developing marketing content to better understand
client needs [18], in engaging human users with conversational machine system to provide
satisfactory information needs [7]. The most common representation of topics is as a
list of keywords and typically uses weights to represent the keyword’s importance in the
topic. The significant distinction between topic detection in textual documents/tweets and
dialogue corpus is that textual documents or tweets are static data that do not change
in context over time. On the other hand, dialogue conversations shift the conversations’
context over time. Also, conversational dialogues are short pieces of text with distinctive
writing styles, abbreviations, and synonyms.

Many techniques for topic detection have been proposed, including clustering, matrix
factorization, exemplar-based method and frequent pattern mining. Unfortunately, these

1 https://catalog.ldc.upenn.edu/LDC97S62
2 https://www.kaggle.com/datasets/atharvjairath/personachat
3 https://github.com/budzianowski/multiwoz/tree/master/data
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techniques generate terms that may or may not be correlated. Clustering topics involves
grouping similar topics into a set known as a cluster. The idea is that topics in one cluster
are likely to be different compared to topics grouped under another cluster [19]. In other
words,, topics in one cluster are more co-related than those in another. The centroid of each
discovered cluster is used to represent this cluster, and the top t words (in terms of TF-
IDF) are used as the topic’s keywords. In detecting topics, each utterance in the dialogue
is represented using the TF-IDF technique, and the number of topics to be discovered
from dialogue corpus is used as the number of cluster (k).

Another widely used approach for topic detection is pattern mining techniques which
are based on different algorithms such as Apriori algorithm [20], Rapid association rule
mining (RARM) algorithm [21], ECLAT algorithm [22]. Frequent Pattern Mining (FPM)
is a widely used algorithm, including a series of techniques developed to discover frequent
patterns in a large dataset. The same approach can be used to detect topics proposed
in [23,24]. The FPM technique has two phases. First, detect the frequent pattern and
secondly, rank the pattern. The technique uses an FP-growth algorithm to detect frequent
patterns and has the following steps:

– Set a threshold value and calculate the frequency of each word. Neglect the words
having frequencies below the threshold value.

– Sort the pattern according to their frequencies and their co-occurrences.
– Generate association rules.

After detecting the frequent patterns, the FPM technique sorts them and returns
the top k frequent patterns as the detected topics. To sort the frequent pattern, several
techniques were discussed [23] such as support and lifting the patterns. FPM has also been
used in conjunction with probabilistic topic models to enrich document representation
before standard probabilistic topic models are processed [25]. Another variation of FPM
is soft frequent pattern mining (SFPM). SFPM considers the co-occurrence between two
terms and the relations between multiple terms in grouping the terms. SFPM begins with
the set S, which has only one term and then extends this set greedily by measuring the
similarity between the set S and each term. This process is repeated until the similarity
between the set S and the next term is less than a certain threshold.

Due to the textual data length limitation, detecting the topic using FPM in the short
text is more challenging than in the long text. Thus, most existing approaches are unsuit-
able for topic detection in the short text (the occurrence in dialogue corpora).

Another exemplar-based approach detects topics from short text and represents a topic
as an exemplar. This exemplar is much easier to be interpreted by the user as it contains
related terms, and it represents a topic [26]. Elbagoury [26] use exemplar-based approach
to detect topics in tweets. The approach constructs the similarity matrix between every
pair of tweets and categories the behaviour of the similarity distribution of each tweet into
two categories, which are:

– There is a low sample variance in the similarity distribution of tweet i and therefore
tweet i is similar to many tweets, or tweet i is not similar to most other tweets.

– There is a high sample variance in the similarity distribution of tweet i and therefore
tweet i is similar to a set of tweets and less similar to the others, which will be a good
representative of the topic it is discussing.

Matrix factorization is another type of technique and includes latent semantic indexing
(LSI), which projects a data matrix X into a lower-dimensional space with latent topics.
An indexing and retrieval method uses a mathematical technique called singular value de-
composition (SVD) to identify the patterns in the relationship between terms and concepts
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in an unstructured text collection. It is a popular text analysis technique which extracts
the statistical ’contextual usage meanings of words from a large corpus of text [27]. How-
ever, there are two interpretability drawbacks to LSI. First, the factorized matrices may
contain negative values without intuitive interpretation. Second, the extracted topics are
latent and difficult to interpret. Non-negative matrix factorization (NMF) is another class
of techniques that ensures that the factorized matrices have non-negative values. Further-
more, traditional topic detection approaches that focus on representing topics using terms
are negatively affected by the length limitation and lack of contextual information.

Latent Dirichlet Allocation (LDA) is another widely used technique in natural lan-
guage processing for topic detection and semantic mining from textual data [28]. LDA is a
generative statistical model that explains a set of observations by breaking them down into
unobserved groups, with each group explaining why some parts of the data are similar [28].
It imagines a group of words representing a predetermined set of topics and keywords. The
idea behind LDA is that each document can be described by the topic distribution, and
each topic can be described by a word distribution, which is the ’bag of words’ assumption.
In the bag of word model, the order of words is not taken into account by applying the ex-
changeability property of words. Topic extraction methods based on the LDA model have
been widely applied in many domains, including information retrieval, text mining, social
media analysis, and natural language processing. For example, topic extraction based on
social media analytics improves understanding people’s reactions and conversations in on-
line communities. The limitation of the LDA model is that the extracted topics are latent
and can not capture correlation. Also, the number of topics is fixed and must be known
ahead of time.

Besides improving the LDA algorithm, the parallel LDA method (PLDA) [29] has
also been proposed to accelerate LDA training. For example, parallel LDA divides train-
ing documents into subsets with a similar number of tokens. In parallel LDA training,
the corpus-topic count and the word-topic count (keywords) are calculated based on all
documents. Apart from document-wise data partition, they further divide data accord-
ing to words for execution iteration. PLDA smoothes storage and computation for long
distributed LDA computations and provides fault recovery.

3 PROPOSED METHOD

As mentioned earlier, the standard representation of presenting topics is by multiple key-
words. In the experiment, we also use the keyword extraction approach where each word
in the dialogue utterance is associated with weights, representing the importance of the
words. The weights of the words are also considered for the ranking. The highly ranked
words are considered the keywords of the topics. Moreover, the highly-rated keywords
extracted from the text can also represent the topic and a specific category like sports,
music, travel, and food.

As mentioned in the introduction, the experimental approach is designed in two phases
using unsupervised and semi-supervised dialogue corpora. The experimental first phase
runs on three different datasets and uses unsupervised dialogue utterances to retrieve key-
words. This section includes a detailed explanation of the experiment. In this phase, the
PLDA model does not require training data to learn from data first and then perform
topic detection. Instead, it detects the topics from an unlabelled corpus without training
the model. However, the limitation is that the extracted topics are latent and not related
to each other. Also, this approach does not verify ”how accurate and true positive are ex-
tracted topics from the proposed approach in the experiment”. To address this limitation,

International Journal on Natural Language Computing (IJNLC) Vol.11, No.4, August 2022

5



in the second phase of the experiment, we use a partially annotated corpus to train the
proposed model and then perform topic detection on an unlabelled corpus. The benefit
of using partially labelled data for training is that the model learns from data and pre-
trains itself to recognize which keyword belongs to which topic in the training phase. After
training the PLDA model, run the model on unlabelled data to detect the topics. This
semi-supervised learning bridges the gap between unsupervised and the semi-supervised
PLDA model to discover unlabeled statistical relationships in the dialogue utterances.
The partially supervised learning emphasizes the relationship between annotated topics
and word features to extract topics from the dialogue utterances [30].

In order to extract topics, retrieve the keywords and obtain the semantic representation
of topics from the dialogue corpus. Firstly, we preprocessed the data and then applied
the term similarity analysis technique by recognising the similarity between words from
dialogue utterances and grouping similar words. Secondly, we applied k-means clustering to
make clusters for all high-frequency keywords. Lastly, the proposed approach used a PLDA
topic model to detect the topics combined with the elbow method to select the optimal
clusters. In the experimental procedure, topic detection is divided into three stages: data
preprocessing, term similarity analysis with clustering and topic detection with Parallel
Latent Dirichlet Analysis (PLDA) combined with elbow method; mentioned in figure ??.

The above figure describes three blocks for topic detection. The first block is based on the unsupervised
and semi-supervised dataset as an input to initialise the experiment. The second block is based on the
experimental techniques, which are data preprocessing term similarity and parallel LDA model with
elbow method. Finally, the third block shows the extracted topics as an output.

Fig. 1. Topic detection overview.

4 EXPERIMENTAL SETUP

4.1 Data Preprocessing

Initially, cleaning the dataset was necessary to reduce the computational power and exe-
cution time. In the experiment, we use switchboard data [31], multiWOZ dataset [32] and
persona chat [33]. The data that support the findings of this study are openly available in
the respiratory 4. All these datasets are based on human conversational dialogues. In pre-
processing, we removed smaller conversations, including stop words and interjections such
as ”uh-huh”, ”okay”, ”right”, ”oh”, ”Um-hum”. These words are not keywords and are
interpreted as topics [34]. We also use a markup tag filter, Stanford tagger, punctuation
eraser, number filter, N character filter, stop word filter, and case conversion in the data
cleaning process [35] to reduce the computational power. First, using the ”Stanford tag-
ger” node, all of the words in the documents are POS tagged. The lemma of each word is

4 https://github.com/hkmirza/Dialogue-Datasets
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then extracted using a ”Stanford Lemmatizer”. The ”Punctuation Erasure” node removes
punctuation marks, filters numbers and stop words, and converts all terms to lowercase.

The following table 1 explain the data statistics used for the experimental procedure
followed by the the pipeline of the experimental procedure is defined in the figure 2.

Table 1. Data Statistics

Metric Switchboard MultiWOZ Personachat

Total Dialogues 2400 8438 10907

Total Utterances 18640 115424 162064

Average Conversation Length 12.7 13.68 7.2

Average token per utterance 21.5 13.18 10.57

Language English English English

The above figure describes a detailed experimental procedure. Firstly it preprocessed the data using
multiple filters. Secondly, it shows term similarity techniques on dialogue utterances to define the
keywords for dialogue topics. Lastly, it shows the topic extraction with the PLDA method.

Fig. 2. The pipeline of experimental procedure[7]

4.2 Term Similarity Analysis

In term similarity, the first challenge in the topic detection experiment is finding dialogue
utterances similar in content. The dialogue is composed of utterances; each utterance is
considered a single document in the experiment. Documents are represented as vectors of
features using the vector space model. Often these features are the terms (e.g. n-grams)
that occur within the document collections. For example, if there are N terms in a docu-
ment collection, each feature vector would correspondingly contain N dimensions. In this
method, the feature value uses a binary value to indicate the existence of the featured
term. However, the model also incorporates the frequency of a term. Suppose a term is
more often used in a document. In that case, that term has greater importance in a doc-
ument, which causes a problem of lending too much weight to a common term that may
occur with a degree of frequency throughout the entire collection. We use the existing term
frequency-inverse document frequency (TF-IDF) technique in the experiment to discount
these high-frequency terms. We followed [36] formula to compute TF-IDF as:

ωi, j = tfi, j × log
N

ni
(1)
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In the equation, the weight of term i in a document j for a vector is the product of its
frequency in j and the log of its inverse document frequency in the document collection.
The ni represents the number of documents in the collection that contain the term i,
and N is representing the total number of documents in the entire collection. Considering
each utterance, we utilize the frequency of a term in an utterance, discount by the log
of its inverse frequency across all dialogue conversations. In the experimental approach,
the bag-of-words model is used along with TF-IDF. The words that rarely occur in the
short utterance may have neighbours in the feature vector space, which can identify which
word belongs to which topic in the short dialogue utterance. Therefore, we enrich the
bag-of-words representation by including neighbouring words in the feature vector. After
detecting the high-frequency similar features, k-mean clustering involves similar grouping
features into a set known as a cluster. Items in one cluster are likely to be different
than those grouped under another. For each discovered cluster, its centroid is used to
represent this cluster, where the highly ranked top t words are used as the keywords
of the topics (in terms of TF-IDF weights). For topic detection, each utterance in the
dialogue is represented using the TF-IDF technique, and the number of discovered topics
is used as the number of cluster (k). In k-means clustering, the elbow method determines
the optimal number of clusters. The elbow method plots the cost function value as a
function of k; as k increases, the average distortion decreases, each cluster has fewer
constituent instances, and the instances are closer to their respective centroids. However,
as k increases, the improvements in average distortion decrease. The value of cluster k at
which the improvement in distortion decreases the most is known as the elbow, and it is
at this value that it should stop dividing the data into other clusters. The elbow method
considers the total ”within clusters sum of square (WSS) error” minimizes this to absolute
value and selects the optimal number of clusters.

4.3 PLDA Model

After term similarity and refining clusters from the elbow method, we use the PLDA model
for topic extraction. It is an extension of the LDA model, dividing training documents into
subsets with a similar number of tokens to smoothen storage and computation and provide
fault recovery. It extracts a set of topics t in documents, and each topic t represents the
w set of keywords. So we can have

– θtd = P (t|d) - which is the probability distribution of topics in documents (Choose
θ ∼ Dir(α)).

– Φtd = P (w|t) - which is the probability distribution of words in topics (Choose Φw ∼
Dir(β)

– It draws topic assignment per token by Zdi ∼ Multi(θd)
– It draws word assignment per token by xdi ∼ Multi(Φzdi)

We can also say that the probability of a word given a document, P (w|d), is equal to:

∑
t∈T

P (w|t, d)p(t|d) (2)

Where T represents the total number of topics. Dir(*) refers to the Dirichlet distribu-
tion, and α and β are the hyper parameters of the model. Multi(*) denotes the multinomial
distribution. Also, let us assume that we have w words in our vocabulary for all of the
documents. Assuming conditional independence, we can state that:

P (w|t, d) = P (w|t) (3)
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Hence P (w|d) is equal to:

T∑
t=1

P (w|t)p(t|d) (4)

That is the dot product of θtd and Φwt for each topic t. The approach randomly
assigned weights to the probability distribution of words and topics by following three
simple steps: randomly choose a topic from the distribution of topics in a document based
on their assigned weights. Next, choose a word at random from the distribution of words
for the chosen topic and insert it into the document. Lastly, repeat this process for the
entire document.

It is an inverse process of the generative model in LDA, where known documents are
models as a mixture of T latent topics. LDA training, in particular, attempts to find the
posterior distribution of latent variables such as Φ, θ, and Z given word assignments, X.
In PLDA, we exploit the data-level parallelism. First, we partition training documents
into V subsets for parallel sampling. Initially, each document is assigned a random topic,
and count matrices are calculated. Then, the corpus topic count, Ct, is duplicated for each
subset. Finally, to reduce the memory requirement, the word-topic count, Ctw, is shared by
all documents. In each iteration, k keywords, one from each subset, are fetched in parallel.
After finishing parallel sampling, local copies of Ck are aggregated to the total number
of topics T . We used Gibbs sampling in the PLDA. It generates Z samples by integrating
Φ and θ. The conditional distribution is the topic of the ith token (keywords) in the dth
document, zdi.

P (zi = t|z−i, wi, di) ∝
CWT
wit + η

W∑
w=1

CWT
wt + Wη

×
CDT
dit

+ α

T∑
t=1

CDT
dit

+ Tα

(5)

So we can have:
– P (zi = t) - The probability if assigning token (keyword) i to the topic t.
– zi - Represents the topic assignments of all the other tokens (keywords).
– wi - Word (index) for the ith token (keyword).
– di - Document containing the ith token (keyword).
– CWT - Word-topic matrix, the wt matrix generated for the processing.

–
W∑
w=1

CWT
wt - The total number of tokens (keywords) in each topic.

– CDT - Document-topic matrix, the dt matrix generated for the processing.

–
T∑
t=1

CDT
dit

- The total number of tokens (keywords) in the document i.

Where η determines the topic distribution for the words; the higher the number, the
more evenly distributed the words will be across the specified number of topics (T). α
determines the topic distribution for the documents. W is the total number of words in
the total set of documents.

4.4 Semi-supervised Experimental Approach

As stated earlier in the introduction, the proposed approach significantly enhances the
topic extraction and outperform with traditional method. But the limitation of this ap-
proach is the extracted topics are latent and not related to each other. Also, this method
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does not verify “how accurate and true positive are extracted topics from the proposed
approach in the experiment”.

The second phase of the experiment aims to evaluate how accurate and true positive
are extracted topics from the proposed approach in the fist phase of the experiment. We
use partially manually annotated data, train the model and let the model categorize text
that already knows which keywords fall under the specific topic category. We use the same
switchboard, multiWOZ and Personachat dialogue datasets. In our method, we first iden-
tify the most common topics used within the dialogue utterances. The PLDA model takes
as input the given conversations and detects significant words for each topic. Secondly, the
trained PLDA model can determine the potential topic addressed in each conversational
utterance. The utterances flow is then transformed into a sequence of potential topics
within each conversation. Finally, the semi-supervised PLDA topic model is evaluated by
computing its coherence over each topic’s most significant words. The semi-supervised
version of PLDA extends it with constraints that align some learned topics with a human-
provided label. The model exploits the unsupervised learning of topic models to explore
the unseen themes with each label and unlabeled themes in the large collection of data
[30].

The above figure describes the graphical model of the parallel LDA model. This illustrates the distri-
bution of words, labels, pre-defined labels in a semi-supervised approach and how the observation of
keywords is being done on dialogue utterances for topic detection

Fig. 3. PLDA probabilistic graphical model: each documents word ω and label Λ are observed, with the
per-doc label distribution ψ, per-doc-label topic distributions θ, and per-topic word distributions ϕ hidden
variables. Because each documents label-set λd is observed, its sparse vector prior γ is unused; included
for completeness [30].

Figure 3 shows the Bayesian graphical model for PLDA. In our approach of semi-
supervised topic detection, we use a collection of documents D 5, each containing a multi-
set of keywords wd from a vocabulary V and a set of labels Λd from a space of labels L.
We want to recover a set of topics Φt that fit the observed distribution of words in the
multi-labelled documents, where each topic is a multinomial distribution over words from
vocabulary V that co-occur with each other and some label l ∈ L.

Formally, PLDA assumes the existence of a set of labels 1..L, each of which has been
assigned to some number of topics 1..TL. Each topic Φl,t is represented as a multinomial
distribution over all terms in the vocabulary V drawn from a symmetric Dirichlet prior η.

Each document d is generated by drawing a document-specific subset of available label
classes, represented as a sparse binary vector Λd from a sparse binary vector prior. A
document-specific mix θd,l over topics 1..Tl is drawn from a symmetric Dirichlet prior α
for each label l ∈ Λd present in the document. Then, a document-specific mix of observed
labels Φd is drawn as a multinomial of size |d|. From a Dirichlet prior ∼ αL, with each

5 each utterance is considered as a document and collection of documents considered as a dialogue
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element Φd,l corresponding to the document’s probability of using label l ∼ Λd when
selecting a latent topic for each word. For derivational simplicity, we define the element
at position l of ∼ αL as αT l, so ∼ αL is not a free parameter. Each word w in document
d is drawn from some label’s topic’s word distribution, i.e. it is drawn by first picking a
label l from Φd, a topic T from θd, l, and then a word w from Φl, t. Ultimately, this word
will be picked in proportion to how much the enclosing document prefers the label l, how
much that label prefers the topic T , and how much that topic prefers the word w.

5 Experimental Results

The experimental approach was tested on three different datasets and compared against
traditional topic detection approaches. It defines each topic as represented by an (un-
known) set of keywords. These are the keywords that dialogue utterances cover. PLDA
tries to map all the (known) dialogue utterances to the (unknown) topics in a way such
that those topics mainly capture the words in each dialogue utterance. For the implemen-
tation of the PLDA model, it has two hyper-parameters for training, usually called alpha
and β.

– Alpha controls the similarity of dialogue utterances. A low value represents utterances
as a mixture of a few topics. In contrast, a high value will output utterances repre-
sentations of more topics – making all the utterances appear more similar to each
other.

– Beta controls topic similarity for dialogue utterances. A low value of Beta represents
more distinct topics and fewer in the count, but unique words belong to each topic. A
high value of Beta has the opposite effect, resulting in topics containing more words
in common.

The model extracts the topics with the optimal parameters alpha is 0.5, beta 0.1 and
sampling iteration 1000. These are the optimal pre-defined parameters of LDA model [28].
The number of topics varies and depends on the nature of the dataset. Table 2 shows the
initial extracted topics from unsupervised switchboard, personachat and multiwoz dialogue
datasets.

Table 2. Detected topics from unsupervised dialogue corpus.

Switchboard Personachat MultiWOZ
Topic0 Topic1 Topic2

call day car
car dollar feel
care house change
family look guess
child money kid
home month people
course pay school
Job time sort
kid week stuff
lot yeah talk

Topic0 Topic1 Topic2

festival cat travel
dancing animal family
movie bacon kid
theater dog school
song hunting nurse
sport fish job
play meat police
concert pet people
listen catch street
write fishing child

Topic0 Topic1 Topic2

time hotel people
booking food hospital
taxi restaurant department
parking time police
address day phone
center wifi time
airport parking day
price cheap museum
transport phone address
attraction stay information

The semi-supervised experimental approach performed significantly better on all three
datasets and a total number of extracted topics and keywords are greater in count than
the unsupervised approach. The extracted topics shows in table 3, table 4 and table 5.
Tables 6, 7 and 8 presents the proposed approach’s comparative analysis (unsupervised
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and semi-supervised) with traditional state-of-the-art topic detection approaches. Again,
higher precision, recall, and f1 scores indicate a higher level of agreement. The comparative
analysis tables show that the proposed approach performed better in all evaluation metrics.

Table 3. Detected topics from semi-supervised dialogue corpus.

Topic0 Topic1 Topic2 Topic3 Topic4

elderly dollar car course feel

care pay people degree stuff

nursing phone engine computer change

family machine gas college heat

kid change speeding job holiday

children money diesel talk weather

mental payment checks school hiking

kid card pollution graphics country

story ATM ride study food

home space science

environment

Table 4. Detected topics from semi-supervised dialogue corpus on persona chat .

Topic0 Topic1 Topic2 Topic3 Topic4 Topic5

dog festival music visit taste police

hunting halloween dancing england cheese catch

shoot gym play travel fish family

catch exercise netflix living macaroni child

cat hiking movie michigan food job

animal fishing song honeymoon bake kids

pet swimming concert holiday foodie people

fishing sports carnival school meat nurse

camping theater asia eat

ski street chocolate

bacon

Table 5. Detected topics from semi-supervised dialogue corpus on MultiWOZ dataset .

Topic0 Topic1 Topic2 Topic3

taxi restaurant hospital police

train food people time

booking hotel department phone

attraction wifi stay address

price place town day

time day admission department

destination price museum centre

parking cheap college

arrival parking phone

cambridge reserve information

london church

airport
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Table 6. Comparative evaluation of different methods with proposed novel approaches on switchboard
dataset.

Unsupervised and Semi-supervised Switchboard Corpus
Methods TP Rate FP Rate Precision Recall F-

Measure
Accuracy

Traditional LDA [28] 0.836 0.092 0.762 0.834 0.874 0.566

k-mean Clustering [19] 0.865 0.109 0.778 0.861 0.899 0.490

Matrix Factorization (LSI) [27] 0.613 0.082 0.881 0.873 0.876 0.545

Examplar-based Method [26] 0.704 0.097 0.878 0.857 0.867 0.684

Term Similarity + PLDA + El-
bow Method(unsupervised)

0.922 0.089 0.846 0.931 0.915 0.734

Term Similarity + PLDA + El-
bow Method(semi-supervised)

0.891 0.077 0.948 0.891 0.919 0.866

Table 7. Comparative evaluation of different methods with proposed novel approaches on personachat
dataset.

Unsupervised and Semi-supervised PersonaChat Corpus
Methods TP Rate FP Rate Precision Recall F-

Measure
Accuracy

Traditional LDA [28] 0.684 0.423 0.617 0.658 0.637 0.551

k-mean Clustering [19] 0.601 0.398 0.605 0.615 0.605 0.457

Matrix Factorization (LSI) [27] 0.715 0.584 0.567 0.711 0.649 0.652

Examplar-based Method [26] 0.791 0.501 0.593 0.794 0.679 0.711

Term Similarity + PLDA + El-
bow Method(unsupervised)

0.765 0.416 0.668 0.768 0.713 0.791

Term Similarity + PLDA + El-
bow Method(semi-supervised)

0.865 0.414 0.692 0.861 0.769 0.843

Table 8. Comparative evaluation of different methods with proposed novel approaches on multiwoz
dataset.

Unsupervised and Semi-supervised MultiWOZ Dialogue Dataset
Methods TP Rate FP Rate Precision Recall F-

Measure
Accuracy

Traditional LDA [28] 0.725 0.441 0.607 0.725 0.664 0.612

k-mean Clustering [19] 0.654 0.454 0.605 0.652 0.630 0.527

Matrix Factorization (LSI) [27] 0.558 0.281 0.691 0.557 0.614 0.471

Examplar-based Method [26] 0.640 0.345 0.647 0.645 0.639 0.633

Term Similarity + PLDA + El-
bow Method(unsupervised)

0.731 0.354 0.691 0.731 0.712 0.722

Term Similarity + PLDA + El-
bow Method(semi-supervised)

0.874 0.477 0.721 0.845 0.781 0.764

6 EVALUATION AND DISCUSSUION

The evaluation of the performance of a topic model is not an easy task. In most cases,
topics need to be manually evaluated by humans, which may express different opinions
and annotations. The most common quantitative way to assess a probabilistic model is
to measure the log-likelihood of a held-out test set performing perplexity. However, the
authors in [37] have shown that, surprisingly, perplexity and human judgment are often
not correlated and may infer less semantically meaningful topics.

To evaluate our proposed approach with traditional methods, we adopt the evaluation
metrics precision, recall, f-measures and accuracy: which are widely used in knowledge
extraction and in information retrieval systems. We calculate the Precision, Recall, F-
measure and accuracy on the whole corpora to observe the global performance of the
system.
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– Precision: the percentage of texts the model got right out of the total number of texts
that it predicted for a given topic.

P =
TruePositive

TruePositive + FalsePositive

=
TruePositive

TotalPredictedPositiveItems

– Recall: the percentage of texts the model predicted for a given topic out of the total
number of texts it should have predicted for that topic.

R =
TruePositive

TruePositive + FalseNegative

=
TruePositive

TotalAccuratePositiveItems

– F-Score: the harmonic mean of precision and recall.

F1 = 2 × Precision ∗Recall

Precision + Recall

– Accuracy: the percentage of texts that were predicted with the correct topic.

Accuracy =
NumberofCorrectPrediction

TotalnumberofPredictions

One important note: the model does not use training data to measure performance, as
the model has already seen these samples in the semi-supervised approach.

From the table 6, table 7 and table 8, we can observe that Precision, Recall and
F-measure are all improved when we apply a semi-supervised approach. The reason is
that using the term similarity defines similarity measures and refines the utterances with
the similarity between dialogue utterances before applying the PLDA model and elbow
method. As a result, the results are better with traditional approaches. We can see in
switchboard F1 scores and accuracy is better than personachat and multiwoz because the
switchboard dataset is small and tokens in each utterance are higher than peronachat and
multiwoz dataset. So, the proposed approach performs better if the dataset size is small.
Another factor is the dialogue utterance length. If we compare the F1 score of personachat
and multiwoz, the result in multiwoz is slightly better than personachat because the dia-
logue utterances in personachat are smaller than the multiwoz. Personachat workers were
instructed to keep each sentence short to a maximum of 15 words [33], which leads to more
irrelevant topic/keyword extraction shown in the table 9.

To evaluate how accurate the extracted topics were from the proposed experimental
approach, We used manually annotated switchboard, personachat and multiwoz dataset
and performed topic quantification. As a result, we observed that the keywords in extracted
topic are 92.72% similar in switchboard dataset, 87.31% in personachat and 93.15% in
multiwoz shown in the table 9.
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Table 9. Comparison between human annotated and machine extracted topics.

Match Type Switchboard Personachat MultiWOZ

Exact 92.72% 87.31% 93.15%

Missing 03.41% 04.45% 02.21%

Irrelevant 03.87% 08.34% 04.64%

7 Conclusion and Future Discussion

This work proposed topic detection techniques from the unsupervised dialogue corpus by
adapting term similarity analysis with Parallel Latent Dirichlet allocation (PLDA) with
the elbow method. The experimental procedure was performed in two phases. Firstly, topic
detection from an unsupervised dialogue dataset. Secondly, training the proposed model
with a semi-supervised dialogue corpus lets the model learn to categorize text that al-
ready knows which keywords fall under the specific topic category and then perform topic
detection from an unsupervised dialogue dataset. The proposed experimental approach
was performed on switchboard, personachat and multiwoz dialogue datasets. The semi-
supervised experimental approach performed significantly better than the unsupervised
approach. The extracted keywords in each topic from semi-supervised are more cohesive
and meaningful. However, in comparative analysis with traditional topic detection ap-
proaches, the semi-supervised technique performs better in all evaluation metrics. In the
comparative analysis of different datasets, according to the experimental results, the pro-
posed approach performs better if the dataset is small 6 and the dialogue utterances are
not too short 7. Topic detection alone is not useful unless the extracted topics map the di-
alogue dataset to find the reasoning and divide the dialogue into segments for a particular
topic.

The topic detection alone cannot assist in producing a coherent response on a particular
topic for human-machine conversation. Instead, it requires topic modelling, which allows
for segmenting the whole unsupervised dialogue text according to a particular topic with
dialogue act and contextual information of the conversation. Furthermore, dialogue topic
modelling requires topic spotting to select an appropriate topic from the topic network
by identifying the intent of the user query from a machine perspective. The integration of
topic detection, dialogue topic modelling and topic spotting helps the dialogue manager
start the conversation with humans from a machine perspective.
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