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ABSTRACT

Grammatical error correction (GEC) greatly benefits from large quantities of high-quality training data. However, the preparation of a large amount of labelled training data is time-consuming and prone to human errors. These issues have become major obstacles in training GEC systems. Recently, the performance of English GEC systems has drastically been enhanced by the application of deep neural networks that generate a large amount of synthetic data from limited samples. While GEC has extensively been studied in languages such as English and Chinese, no attempts have been made to generate synthetic data for improving Persian GEC systems. Given the substantial grammatical and semantic differences of the Persian language, in this paper, we propose a new deep learning framework to create large enough synthetic sentences that are grammatically incorrect for training Persian GEC systems. A modified version of sequence generative adversarial net with policy gradient is developed, in which the size of the model is scaled down and the hyperparameters are tuned. The generator is trained in an adversarial framework on a limited dataset of 8000 samples. Our proposed adversarial framework achieved bilingual evaluation understudy (BLEU) scores of 64.5% on BLEU-2, 44.2% on BLEU-3, and 21.4% on BLEU-4, and outperformed the conventional supervised-trained long short-term memory using maximum likelihood estimation and recently proposed sequence labeler using neural machine translation augmentation. This shows promise toward improving the performance of GEC systems by generating a large amount of training data.
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1. INTRODUCTION

Natural language processing (NLP) relies on the design of powerful and intelligent algorithms that can automatically process and understand complex patterns within the text [1-3]. Automatic NLP systems that can detect and correct grammar and word usage errors require a large amount of correct and incorrect labeled data. As a result, the performance of automated error correction systems is arguably too low in practical applications mainly due to the limited amount of training data [4]. While correct sentences can be found easily in many resources such as CLC (http://www.cambridge.org/elt/corpus/learner_corpus2.htm), labeled incorrect sentences are very limited, especially in languages other than English. To solve this problem, one can manually gather and produce labeled incorrect sentences which are time-consuming and prone to human errors. The other solution is to supplement existing manual annotation with synthetic instances. Such artificial samples can be produced using deep learning techniques such as deep generative models [5].
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The main idea of generative models is to approximate the distribution of basic data by training a model that best fits them. By learning the distribution of data, generative models can generate observable data values. Therefore, a large amount of data can be generated by training a generative model with a small amount of raw data. Various generative models have been proposed in the literature, such as latent Dirichlet distribution [6], restricted Boltzmann machines [7], and generative adversarial networks (GANs) [8], which use the adversarial training idea for generating more realistic data samples. Among the existing generative models, GANs have attracted more attention. The main idea of GAN is to play a min–max game between a discriminator and a generator, i.e., adversarial training. The discriminator tries to differentiate between real data and data generated by the generator (fake data), while the generator tries to generate data that is recognizable as real data by the discriminator. GANs are extremely powerful in generating artificial images and have facilitated many applications. For example, a GAN-based image generator can produce super-resolution images from their low-resolution versions[9], create realistic images from some sketches [10], or perform auto painting [11].

GAN’s remarkable performance in generating realistic images has led to its application in NLP tasks for sentence generation. For example, Zhang et al. [12] and Semeniuta et al. [13] used GANs for text generation and achieved state-of-the-art results. A modified GAN (dialogue-GAN) was proposed in [14], demonstrating the ability of GAN in generating realistic dialogues. In [15], a deep variational GAN was developed to generate text by modifying the standard GAN objective function to a variational lower-bound of the log-likelihood. In [16], adversarial learning was applied to subsequences, rather than only to the entire sequences, in a GAN framework to improve unconditional text generation. However, the existing work in the field of text generation is mainly focused on the generation of correct sentences in languages such as English and Chinese. More research is required for the adoption of GAN for the processing of other languages.

In this paper, we propose a modified GAN for the generation of grammatical and semantic erroneous sentences that are required to train text error detection systems. The focus is on the development of an error-generating system for the Persian language, which is still lacking. Because of the Persian language’s different structure, compared to English and Chinese languages, it constitutes different grammatical and semantic errors. As such, the current training error detection systems do not apply to the Persian language. Here, the sequence generative adversarial nets (Seq-GAN) [17], is adopted to learn Persian sentences with common grammatical and semantic errors and to regenerate them to be used to train error detection systems. The performance is compared with the state-of-the-art methods in terms of bilingual evaluation understudy score, or BLEU.

2. BACKGROUND

In computer vision, new training instances can be created by simply blurring, rotating, or deforming the existing images with a small amount of processing [18], but a similar procedure cannot be performed on language data because mutating even a single letter or a word can change the whole sentence meaning or render it nonsensical. As there are vast differences between languages, transfer learning [19] cannot be applied in language models as it has been applied in computer vision. In other words, for every individual language, one must create their own dataset and models. As creating such datasets is challenging, many automatic generative methods have been proposed in the literature.

In [20], Brockett et al. developed a phrasal statistical machine translation technique to identify and correct writing errors made by English learners as a second language. They used examples of mass noun errors found in the Chinese Learner Error Corpus (CLEC) to create an engineered
training set. In [21], Rozovskaya and Roth incorporated error generation methods to introduce mistakes in the training data. In [22], Foster and Andersen leveraged linguistic information to identify error patterns and transfer them onto the grammatically correct text. In [23], Imamura et al. presented an error correction method of Japanese particles that uses pseudo error generation. To achieve this goal, they used a domain adaptation technique. In [24], Rei et al. proposed treating error generation as a machine translation task. They used their model to translate correct text to the ones that contained errors. They also proposed a system capable of extracting textual patterns from annotated corpus which could be used to generate incorrect sentences by inserting errors into grammatically correct sentences. In [25], Yannakoudakis et al. proposed an approach to N-best list ranking using a neural sequence-labeling model that calculates the probability of each token in a sentence being correct or incorrect in context. In [26], Kasewa et al. used neural machine translation to learn the distribution of language learner errors and utilized it as a data augmentation technique to induce similar errors into the grammatically-correct text. In [27], Lee et al. introduced a Korean GC model based on transformers with a coping mechanism. They also used a systematic process for generating grammatical noise which reflects general linguistic mistakes.

While in previous studies almost all the attention has been placed on creating incorrect sentences from correct ones, in this paper, we propose a new method that learns to generate new incorrect sentences from limited available incorrect samples. This can provide a large amount of training data to be used by grammatical error correction (GEC) systems. The focus is on the Persian language that has not been studied so far in this application.

3. MATERIALS AND METHODS

3.1. Persian Sentence Generation with Adversarial Networks

In our approach, unlike previous studies that convert a correct sentence to a wrong sentence, we prepared a dataset of sentences with common grammatical and semantic errors. Our goal was to learn and model the distribution of the errors and use them to expand our already existing data. To expand our dataset, we used deep generative models [28]. Among generative models, GANs have shown excellent performance in different applications such as image processing [11, 29].

GAN contains two networks, the discriminator and the generator, that contest with each other in a game where one network’s gain is another network’s loss. The generator tries to produce fake data that are as close as possible to real data. The discriminator differentiates between real data and the fake data generated by the generator. However, GANs are initially defined to process real-valued continuous data and therefore they may not work well with discrete data such as text. There exist two approaches to solve the aforementioned problem. One approach is based on the approximation of the discrete input to have a differentiable loss function. GAN can then be trained using gradient descent algorithms. For example, Softmax has been used to approximate the one-hot encoded data [12, 30]. The second approach is to use reinforcement learning to train the discriminator in discrete scenes. Seq-GAN lays out the discriminator as a policy on the pretrained maximum likelihood estimation (MLE) model which is trained using policy gradient [17]. As the quality evaluation of the generated text is difficult to specify, GAN is suitable for this problem.

In this paper, we adopted Seq-GAN [17], which has the best performance in generating text among other proposed GAN models. Seq-GAN addresses the problem of discrete tokens by directly performing gradient policy updates. Complete sequences are judged by the reward signal which comes from the GAN’s discriminator (Figure 1).
Figure 1. An illustration of our proposed method to generate Persian sentences with common grammatical and semantic errors.

As this model yields better results when trained on a big dataset, the size of the model and its hyperparameters were tuned to make it appropriate for training on a relatively small dataset (8000 samples).

The generator part of our proposed model was the same as the original Seq-GAN. To match the network to our data, only the Monte Carlo search window size was changed to 8. A CNN-based classifier was chosen as the discriminator. As the model is directly trained on true data and an oversized discriminator can be overfitted easily on a small dataset, the kernel size in convolutional layers was halved but the size of windows and the number of convolutional layers were not altered.

Because of the lack of a robust model in the same field for Persian language to compare with our proposed model, we trained our dataset on a long short-term memory (LSTM) with supervised learning as a baseline for comparison. In addition, we compared the performance of our method with the state-of-the-art sequence labeler using neural machine translation augmentation (SL-NMT) [26].

3.2. Dataset

The data used in this article were sentences with grammatical and semantic errors in thesis drafts. To decrease the number of words used in network training, drafts of theses with similar topics in the field of computer science were used. Our dataset consisted of more than 8000 sentences with the mentioned features. It should be noted that sentences with the highest number of common errors were selected.

Word-level tokenization was used to break the sentences into words. After tokenizing the sentences, 4144 tokens of words were obtained. Because the goal was to generate sentences with semantic and grammatical errors, all punctuation marks were also considered in tokenization (such as semicolons, commas, question marks, exclamation marks, and so forth).

3.3. Model Training

The training process of our proposed model consists of two main parts: pretraining and adversarial training. These two steps are as follows [17]:

Pretraining: To increase the convergence speed of the model and to achieve the desired outcome with a smaller number of steps, we pretrained the generator on our main data using the MLE
method. The advantage of this type of training is that the weights of the network will not be random during the main training. After pretraining of the generator, a random batch of data was generated using the generator and used as a negative class along with the main data as a positive class for the discriminator pretraining.

Adversarial training: This consisted of two parts that were repeated alternately with a specified number of epochs (here, set to 60). In the first step, the generator generated a sentence as large as the maximum size of the real data. Then, the value of a cost function \( Q_D^{\theta} \) was calculated for the entire length of the sentence. The parameters of the generating network were updated using the policy gradient as follows [17]:

\[
Q_D^{\theta}(s = Y_{1:t-1}, a = y_t) = \left\{ \frac{1}{N} \sum_{n=1}^{N} D_s(Y^n_{1:T}), Y^n_{1:T} \in MC^{\theta}(Y_{1:t}; N) \text{for} T < T \right\}
\]

\[
D_s \text{for} T = T
\]

where \( t \) is the time step, \( N \) is the Monte Carlo window size, \( a = y_t \) is next action, \( s = Y_{1:t-1} \) is the current generated tokens, \( D_s(Y_{1:t}) \) is reward given by the discriminator to the generator, \( MC^{\theta} \) represents the Monte Carlo N-time search, and \( T \) is the maximum length of sentences. In the second step, a batch of data was generated by the generator as large as the maximum size of the real data, and after preprocessing the generated sentences, it was used as a negative batch with a random batch of the main data to train the discriminator.

The first and second steps were repeated until the model converged.

4. RESULTS AND DISCUSSIONS

The stability of the developed model depends on training strategy, i.e., the number of generator training steps (G), the number of discriminator training steps for discriminator training (D), and the number of discriminator training epochs (K). Figure 2 shows the effect of parameters G, D, and K on the negative log-likelihood convergence performance of the proposed method in generating Persian sentences with common grammatical and semantic errors.
Figure 2. Negative log-likelihood (NLL) convergence performance of the proposed method in generating Persian sentences with common grammatical and semantic errors using different hyperparameters: (a) G = 5, D = 1, k = 6; (b) G = 5, D = 1, k = 3; (c) G = 1, D = 1, k = 1; (d) G = 1, D = 5, k = 3. The vertical dashed lines represent the beginning of adversarial training.

In Figure 2a,b, the number of steps G is more than D (G = 5, D = 1). That is, the generator is five times more trained than the discriminator. This leads to rapid generator convergence, but the discriminator does not have enough data for training. Therefore, it gradually leads to incorrect outputs because the non-well-trained discriminator does not have the ability to accurately classify the sentences. Therefore, in this case, the generated sentences may not be very acceptable to the human observer.

In Figure 2c, the generator and discriminator are trained only one step before generating output (k = 1, G = 1). In this way, the discriminator is trained with the training data and the data generated by the generator for one epoch. In addition, the generator is only allowed one epoch to update its weights through adversarial training. As it can be observed, the results are stable.

In Figure 2d, the number of discriminator training steps is five times more than the generator (D = 5, G = 1). The generator produces five different batches of data as negative samples. The bootstrap method was used to form five different batches of real-world data. This type of training lets the discriminator learn all the negative sentences which are generated by the generator. Therefore, the discriminator is not easily fooled by the generator. It can be observed from Figure 2d that as the number of training epochs increases, the loss decreases.

According to Figure 2, it can be observed that the pretraining stage reaches stability after a certain epoch (~75) and the continuation of the supervised training stages does not improve the performance of the generative model. This indicates that increasing the pretraining steps does not affect the pretraining process. Therefore, it is better to perform pretraining until this epoch (75).
According to the explanations presented in the previous sections and the explanations related to the pretraining step, the proposed approach consists of 80 pretraining epochs in which training is supervised (it was shown that the pretraining error does not improve after 75 epochs, so to be on the safe side, we chose 80 epochs), 60 adversarial training epochs (it was observed that the error does not improve after 60 adversarial training epochs), and effective hyperparameters of $G = 1$, $D = 15$, and $K = 3$. Figure 3 compares the performance of the proposed method versus the supervised MLE LSTM approach. Comparing Figure 3 with Figure 2d, it can be observed that the change of hyperparameters has led to the stability of adversarial training. According to Figure 3, it can be observed that the lowest value of loss function is obtained in epoch 140. The vertical line separates the pretraining steps from the main training.

![Figure 3. Negative log-likelihood convergence with respect to the training epochs. The vertical dashed line represents the end of pretraining for Persian-GAN and MLE.](image)

BLEU score [31] was used to evaluate the proposed method. BLEU is an algorithm developed for assessing the quality of machine-translated text. The main idea behind BLEU is to evaluate the quality based on the correspondence between a machine’s output and that of a human’s judgment of quality. It is one of the most popular automated and inexpensive metrics for the assessment of language models’ quality. Table 1 summarizes the BLEU scores obtained by our proposed method, a baseline conventional technique (LSTM), and a state-of-the-art approach (SL-NMT). It was observed that our proposed method achieved an improvement of 31.36% in the BLEU-2 score, 15.40% in the BLEU-3 score, and 8.62% in the BLEU-4 score, compared to the supervised LSTM algorithm. Our proposed method also outperformed the advanced SL-NMT approach [26].

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>BLEU-2</th>
<th>BLEU-3</th>
<th>BLEU-4</th>
</tr>
</thead>
<tbody>
<tr>
<td>MLE-LSTM</td>
<td>0.491</td>
<td>0.383</td>
<td>0.197</td>
</tr>
<tr>
<td>SL-NMT [26]</td>
<td>0.603</td>
<td>0.394</td>
<td>0.205</td>
</tr>
<tr>
<td>Our proposed modified Seq-GAN</td>
<td>0.645</td>
<td>0.442</td>
<td>0.214</td>
</tr>
</tbody>
</table>

Table 2 illustrates some examples of the sentences generated by the proposed model. In our approach, the discriminator gives high scores to the sentences that have a large number of grammatical errors or to the semantically incomprehensive sentences. Though sentence number 1 has a meaning, it has quite a few grammatical errors. Therefore, the discriminator gave it a high score (almost equal to 1). The sentence has errors such as the nonconformity of space, half-space,
and extra space before the dot in “. Sentence number 2 not only has semantic errors, but also has many grammatical errors; therefore, the discriminator gave it a high score. This sentence has errors such as nonconformity of space, half-space, and extra space before the dot in “. Sentence number 3, similar to sentence number 1, has a large number of grammatical errors; thus, it received a high score from the discriminator. This sentence has errors such as the nonconformity of extra space before the dot and half-space in “. Sentence number 4 (with no semantic meaning and a few grammatical errors) received a low score from the discriminator and was mistakenly classified as a sentence with no errors. This sentence has errors such as the nonconformity of extra space before the comma, half-space, and using “:” instead of “.”. Sentence number 5 gives us another example of errors in the generated text. Note that as our generator is a reinforcement learning agent which updates its weights based on the score received after finishing an episode, the scores given by the discriminator to episodes, whether low or high, will force the generator to correct its weights. Therefore, the output scores are more important than the assigned classes.

Table 2. Examples of generated sentences by our proposed model with the discriminator scores and the assigned classes (0: no error, 1: with error).

<table>
<thead>
<tr>
<th>Class</th>
<th>Score</th>
<th>Sentence</th>
<th>Correct English Translation</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>دراین فصل به برخی از کارهای مرتبط انجام شده در زمینه سیستم‌های توزیع‌شده هوشمند دانش‌پژوه.</td>
<td>This chapter discusses some of the related work done in the field of intelligent distributed systems.</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>اعمال بخش نیازمند برای مدیریت نقش‌ها به منظور امکان‌پذیر کردن خود تطبیق دارای نوی سامان‌های توزیع‌شده و جستجوگرایان خواسته می‌باشند.</td>
<td>The application of the required section to manage roles in order to enable self-adaptation in these types of systems is another innovation of this research.</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>هدف ما افزایش تنوع دانش و استدلال‌های مختلف برای تولید پاسخ‌های درست می‌باشد.</td>
<td>Our goal is to increase the diversity of knowledge and different arguments to produce correct answers.</td>
</tr>
<tr>
<td>4</td>
<td>0</td>
<td>دراین می‌توان به صورت مانده‌ی در برای آز یکی‌گیر و پان‌گیره‌ایکسپرس وجود دارد:</td>
<td>This sentence does not have any meaning.</td>
</tr>
</tbody>
</table>

5. CONCLUSIONS

In this paper, we developed a modified Seq-GAN to generate sentences with common semantic and grammatical errors in Persian text, in which policy gradient and direct model pretraining were used. Using this approach, we were able to generate the desired sentences with relatively good quality. The pretraining step was very important because, without this step (i.e., assigning random weights to the generator and its adversarial training), it is not possible to generate sentences as real as possible that are indistinguishable by a human observer. The performance of the proposed method was evaluated using the BLEU score. It was found that the proposed method achieves substantial improvements compared to supervised-trained LSTM using MLE. A future direction could be the adoption of newly proposed deep learning models such as transformers [32] in adversarial training to achieve more accurate results.
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