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ABSTRACT 

 
Cyberbullying is currently one of the most important research fields. The majority of researchers have 

contributed to research on bully text identification in English texts or comments, due to the scarcity of 
data; analyzing Tamil textstemming is frequently a tedious job. Tamil is a morphologically diverse and 

agglutinative language. The creation of a Tamil stemmer is not an easy undertaking. After examining the 

major difficulties encountered, proposed the rule-based iterative preprocessing algorithm (RBIPA). In this 

attempt, Tamil morphemes and lemmas were extracted using the suffix stripping technique and a 

supervised machine learning algorithm for classify the word based for pronouns and proper nouns. The 

novelty of proposed system is developing a preprocessing algorithm for iterative stemming; lemmatize 

process to discovering exact words from the Tamil Language comments. RBIPA shows 84.96% of accuracy 

in the given Test Dataset which hasa total of 13000 words. 
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1. INTRODUCTION 
 

Online harassment known as "cyberbullying" takes place on social networking sites. These 

networks are used by criminals to gather data and information that will enable them to commit 
crimes, such as locating a susceptible victim. Researchers have therefore been focusing on 

establishing strategies and tools to identify and stop cyberbullying. In order to effectively identify 

cyberbullying situations, recent research has concentrated on cyberbullying monitoring systems. 
The main impression behind such systems is to extract some features from social media texts and 

then build classifier algorithms based on those extracted features to detect cyberbullying [1]. 

 

Bully is commonly defined as any communication that makes an individual or a group feels 
offended, resentful, annoyed, or insulted because of characteristics such as color, ethnicity, sexual 

orientation, nationality, race, or religion. When compared to physical abuse, these types of 

conversations last forever on social media platforms such as Facebook, Twitter, and YouTube, 
and affect the individual's mental state, causing depression, insomnia, and even suicide. As a 

result, identifying and restraining hate speech is critical. Finding such content is a crucial 

problem, though, because of the enormous amount of user-generated multilingual data on the 
internet, particularly social media platforms [2]. Many people from different demographics and 

linguistic backgrounds use social media sites to exchange information and interact with others. 

Furthermore, during the conversation, these speakers frequently combine their mother tongue 

with a second language. To deal with abusive content posted by users, many social media 
networks currently use a manual content screening method [3]. 
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Social Mediasare ideal for detecting bullies. Bully Text classification can be performed on social 
media data in the form of positive, negative, or neutral. Handling posts in languages other than 

English, such as Tamil, has not progressed significantly. Extending detection into Tamil 

comments is vital for improving performance and enhancement while retaining all user 

comments. The best pre-processing techniques increased the efficiency of this analysis. Tamil 
morphology, like that of the other Dravidian languages, is very rich and agglutinative. In a 

language with such a rich morphological structure, deeper research at the word level is necessary 

to extract the meaning of a word from its morphemes and categories [4].Cyberbullying detection 
in Tamil is still a hot topic in the research community. In this context, analyzing Tamil comments 

is not a straightforward process. The first step in this sequence is to translate non-English 

comments into English, and then the complementary steps are applied for classification. Data 
sparsity is defined as spelling errors, emphasized words, and contraction words. NLP can be used 

to reduce data sparsity during pre-processing. Through Tamil Bully text classification, the 

accuracy of the classification can be greatly improved. 

 
Effective preprocessing techniques are needed for the best analysis of Tamil language comments. 

Preprocessing techniques need to be framed with a unique set of procedures on stop word 

removal, compound forms, stemming, and lemmatization. Creating a stemmer for any language 
necessitates research into the derived forms that a word in that language can take. Tamil is a 

language with many inflections. In Tamil, words are made up of a root and one or more affixes. 

Affixes can be either prefixes or suffixes. The majority of Tamil affixes are suffixes. A word may 
receive an unlimited number of suffixes [5]. 

 

1.1. Motivation 
 

Tamil Comments processing still lags behind English Comments processing in many ways. The 

effectiveness of bully analysis was improved using the best pre-processing methods for Tamil 
Comments In such cases, a rule should be developed to improve the stemming procedures. In this 

manner, a Rule-Based Iterative Preprocessing (RBIP) algorithm has been proposed, and it 

handles the word with a language identifier before performing the stemming procedures and stem 

and lemmatize the words to identify the proper word. 
 

1.2. Contribution 
 

 The main contribution of the work is to identify bullying content in Tamil language. 

 Proposed a rule based iterative pre-processing stemming algorithm for finding the root 
word of tamil comments. 

 Accuracy and the rate of under- and over-stemming were evaluated in order to evaluate 

the performance of the proposed model. 

 
The paper is organized as follows: In Section 2, the Related Works are presented. In Section 3, 

the Methodology used in the study is given. In Section 4, the Result and analysis are presented. 

In Section 5, the paper is concluded. 
 

2. RELATED WORKS 
 

According to [6], the majority online community members in non-native English-speaking 

nations use code-mixed text in their posts and comments. Due to the numerous difficulties in 
identifying offensive content and an absence of resources for Tamil, the process is made even 

more difficult.It showed the data recovery preparation techniques and their logical calculations. 
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In [7] claims that they have used a variety of feature extraction methods for NLP, including 
tokenization, lemmatization, and vectorization. They even analyzed that, in contrast to 

word2vec and bag of words, count vectorizer and TF-IDF are the two approaches providing 

very good accuracy in feature extraction. Therefore, we conducted a comparative analysis 

between these two feature extraction models to choose the best one. We found that count 
Vectorizer marginally outperforms TF-IDF in terms of accuracy. 

 

According to [8], while there has been a lot of work done on stemming in languages such as 
English, Nepali stemming has very few works. The goal of this research is to develop a rule-

based stemmer for Nepali text. It is an affix stripping method that separates the two different 

types of suffixes used in Nepali grammar. Only one negativity prefix is identified and removed. 
Research focuses on a variety of techniques for improving stemming performance, such as 

exception word identification, morphological normalization, and word transformation. On a 

simple TF-IDF based IR system and a simple news topic classifier utilising the Multinomial 

Naive Bayes Classifier, the stemmer is tested both intrinsically and extrinsically. The difference 
in performance between these systems with and without the stemmer is investigated. 

 

According to [9], proposes a session-based framework for the automatic detection of 
cyberbullying from massive amounts of unlabeled streaming text. Given the large volume of 

streaming data from Social Networks that arrives at the server system, we include an ensemble 

of one-class classifiers in the session-based framework. The proposed framework addresses the 
real-world scenario in which only a limited number of positive examples are available for 

preliminary training. Their contribution here, is to detect cyberbullying automatically in real-

world situations where labeled data is not readily available. Their primary findings indicate that 

the proposed method is level headedly effective for automatically detecting cyberbullying on 
Social Networks. The trials show that when knowledge from helpful and unlabeled data, the 

ensemble learner outperforms the single-window and fixed-window approaches. 

 
According to [10], a rule-based stemmer for Urdu is proposed. Urdu is a synthesis of several 

languages, including Arabic, Hindi, English, Turkish, and Sanskrit. It has a complicated and 

varied morphology. This explains why linguistic processing of Urdu has not advanced very 

significantly. The process of changing a word into its root form is known as stemming. We 
separate the suffix and prefixes from the word by stemming. Word processing, spell checking, 

word parsing, word frequency and count research, search engines, and natural language 

processing are just a few of the applications it can be used in. A rule-based stemmer can 
distinguish between the affixes and identify the root word. They tested their system and got 

86.5% accuracy. 

 

3. RESEARCH METHODOLOGY 
 
The paper proposed a model for cyberbullying identification on social media sites. Particularly 

the model (as shown in fig 1) provides an effective preprocessing algorithm to handle the Tamil 

Comments.  
 

 
 

Figure 1: Proposed Preprocessing Model 
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3.1.Dataset 
 

Dataset of Talk page edits of Wikipedia comments used for this model. In the dataset, 80% of the 

data was streamed for Training and 20% was used for Testing. Training data contains 52,000 
observations and the test data contains 13,000 records respectively. Sample entries from the 

dataset given in fig. 2.  

 

 
 

Figure 2: Dataset  

 

3.2. Preprocessing 

 
3.2.1. Data Cleaning 

 
Data Cleaning is the process of removing hashtags, URLs, and user mentions, filtering special 

characters such as “&” and “$”,  removing the double spaces, and removing emojis, punctuations, 

links, etc., which is not required for the corpus (as shown in fig. 3).  

 

 
 

Figure 3: Clean Text 

 

3.2.2. Language Identifier 
 

After cleaning the text, it is passed into the identifier to detect the Language. The dataset includes 

both texts as well. But for designing the model we included max of Tamil texts [14]. After 
detecting the language next level of stop-word removal is applied. We have manually created a 

set of stopwords for the Tamil Language (as shown in fig 4). 125 words included. Next 

Tokenization which is a process of splitting the words into tokens. 
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Figure 4: Tamil Stopwords 

 

3.2.3. Stemming & Lemmatize 
 

The terms stemming drop the conditions to their stem. It aims to identify the basic significance of 

a word. Tokens are stripped of their stemming step affixes and other lexical elements, leaving 
only the stem [11]. For example, “played” and “playing” both stem into “play”. In general 

stemming English words is easier compared to the Tamil Language. Here we have proposed a 

Rule-based Iterative Preprocessing Algorithm for Tamil Language stemming.  

 
Suffixes are frequently used in Tamil to indicate tense, plurality, person, and other concepts. 

Therefore, a procedure is written for each category to handle the removal of the corresponding 

suffixes after the suffixes are classified into categories. There is a process to correct or recode the 
word's ending once the suffix is removed for each category in order to make it consumable for the 

following routine [13]. Every procedure check for the string's current length before removing the 

suffix. The suffixes are eliminated after the prefixes. Before moving forward and after removing 
a suffix, each method for removing suffixes verifies the length of the string and invokes the 

routine for repairing the endings. 

 
Algorithm: Rule-based Iterative Preprocessing Algorithm 

 

Input: List of Preprocessed Tamil Texts 

Output: Stemmed Words (Root) 
 

Step 1: Convert all the plural into singular 
Step 2: Singular words matched with the suffix list. If a match is found then it will be written the 

root word. Else Again the rule iterated to find the exact match.  

Step 3: Word length is calculated. In each Iteration word length is verified to maintain the 

unified. 
Step 4: According to the identified suffix next possible suffix list is generated. 

Step 5: Rules satisfied, Display the words. 

 
 

3.3. Feature Extraction 
 

In order to reduce the impact of tokens from the accessible corpus that occur frequently and are, 

as a result, experimentally less illuminating than features that occur very sometimes during the 
training of the model, we used TF-IDF (Term Frequency-Inverse Document Frequency). TF-IDF 

performs well compared to other vectorizers. TF-IDF works both CountVectorizer followed by 

TF-IDF Transformer. The transformer transforms a count matrix to a standardized Term-

Frequency or Term Frequency-Inverse Document Frequency representation [12]. 
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3.4. Classification 
 

We have chosen a base model for our system which is Linear SVC. Linear SVC is based on 

SVM. Support vector machines (SVMs) are unit-powerful however versatile supervised machine 
learning, which is frequently applied for classification, regression, and outliers’ detection [15]. 

SVMs area unit is common and memory economical as a result of the use of a set of 

coaching points within the call performance. Scikit-learn offer 3 categories particularly SVC, 
NuSVC, and LinearSVC which may perform multiclass classification.  

 

4. RESULT AND ANALYSIS 
 

Performance of the recommended algorithm was analyzed based on the stemmer performance 
and classification performance. 

 

4.1. Stemmer Performance Analysis 
 

Stemmer Performance analyzed using metrics such as Understemming, Overstemming, and 

Stemmer Effectiveness [11]. Above metrics are calculated using below equations (1), (2), and (3) 
respectively. 

 

Understemming= [No. of words understemmed]/ Total Words *100%--- (1) 
Overstemming= [No. of words overstemmed]/ Total Words *100%--- (2) 

Stemmer Effectiveness= 100% - [Overstemming% - Understemming%] --- (3) 

 

From the below fig.5 Proposed RBIPA algorithm have lesser count of unerstemming words 
compare to other stemmer algorithm. The proposed RBIPA gives a count of 520 words from the 

test dataset. 

 

 
 

Figure 5: Understemming 

 
From the below fig.6 Proposed RBIPA algorithm have lesser count of overstemming words 

compare to other stemmer algorithm. The proposed RBIPA gives a count of 1300 words from the 

test dataset. 
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Figure 6: Overstemming 

 

From the below fig.7 Proposed RBIPA algorithm finds max no. of  root words compare to other 
stemmer algorithm. The proposed RBIPA gives a count of 11377 words from the test dataset. 

 

 
 

Figure 7: No of words stemmed to root word 

 

4.2. Classification Performance Analysis 
 

The accuracy of the stemmer algorithm is analyzed with previously available stemmers; the 

proposed RBIPA gives an accuracy of classification 87.52% on the test dataset which shown in 

fig 8. 
 

 
 

Figure 8: Accuracy 
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A comment classified and found that max of positive comments is more likely a good sign as in 
the fig 9.  
 

 
Figure 9: Comments Categorized 

 

5. CONCLUSION 
 

The evaluation of the accuracy of the Light Stemmer Algorithm provides 81.36% accuracy and 

the Rule-based Iterative Preprocessing Algorithm (RBIPA) shows 84.96% of accuracy in the 
given Test Dataset which has a total of 13000 words. On the Strength or Performance side, the 

proposed algorithm which is a Rule-based Iterative Preprocessing Algorithm (RBIPA) changes 

more words into their stems than the other two stemming algorithms with high accuracy in 
classification, Stemmer Effectiveness and No of root words identified. Based on these measures, 

found that proposed algorithm, Rule-based Iterative Preprocessing Algorithm (RBIPA) is the 

strongest stemmer, with Light Stemmer somewhat weaker but still quite strong.  
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