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ABSTRACT 
 
This study explores the integration of Knowledge Graphs (KGs) and Large Language Models (LLMs) to develop an 

advanced question-answering (QA) system for educational purposes. The proposed method involves constructing a 

KG using LLMs, retrieving contextual prompts from high-quality learning resources, and enhancing these prompts 

to generate accurate answers to complex educational queries. 

 
The technical framework presented in this paper, along with the analysis of results, contributes significantly to the 

advancement of LLM applications in educational technology. The findings provide a robust foundation for 

developing intelligent, context-aware educational systems that leverage structured knowledge to support 

personalized learning and improve educational outcomes. 

 

1. INTRODUCTION 
 
The rapid advancement of generative large language models (LLMs) has sparked considerable interest in 

leveraging their potential to revolutionize interactive question-answering (QA) processes, enabling deeper 

exploration of conceptual knowledge across various academic disciplines. Initial efforts to integrate 
LLMs into educational contexts have primarily focused on supporting learner dialogues and delivering 

automated feedback through sophisticated text analysis, facilitating tailored and adaptive learning 

experiences. These applications span a wide range of educational tools, including procedural QA systems 

and individualized learning pathways. 
 

Despite these advancements, research on utilizing LLM-based QA systems specifically to enhance 

learners' conceptual comprehension remains in its nascent stages. This study addresses this gap by 
proposing and validating a comprehensive technical framework designed to develop and implement 

conceptual QA systems powered by state-of-the-art LLMs. 

 

1.2. Brief Overview of LLMs 
 

GenAI technologies such as LLMs (Large Language Models) can analyze the complex patterns and 
structures of human language and generate human-like text and multimedia content.  

 

LLMs have been described using a wide range of metaphors. While some emphasize its positive potential 

as a supportive and empowering tool, likening it to a copilot (Risteff, 2023), a sorcerer’s apprentice (Liu 
& Helmer, 2024), a form of co-intelligence (Mollick & Mollick, 2024), or an external brain (Yan et al., 

2024), others adopt a more cautious view that acknowledges both its promise and potential risks, 
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describing it as a double-edged sword (Furze, 2024), a kind of magic (Furze, 2024), or a powerful dragon 
(Bozkurt, 2024a).  

 

On the critical side, some have regarded LLMs as an autotune for knowledge (Cormier, 2023), a 
colonizing loudspeaker (Gupta et al., 2024), a stochastic parrot (Bender et al., 2021), a dangerous “alien” 

decision maker (Harari, 2024) or even a weapon of mass destruction (Maas, 2023). 

 

Before delving into their specific use for QA systems, it might be useful to provide an overview of the 
their general architecture and finetuning mechanism. 

 

The most common ways to finetune language models are instruction finetuning and classification 
finetuning (Raschka, 2024). Instruction finetuning involves training a language model on a set of tasks 

using specific instructions to improve its ability to understand and execute tasks described in natural 

language prompts. 
 

In classification finetuning, the model is trained to recognize a specific set of class labels, such as "spam" 

and "not spam." Examples of classification tasks extend beyond large language models and email 

filtering; they include identifying different species of plants from images, categorizing news articles into 
topics like sports, politics, or technology, and distinguishing between benign and malignant tumors in 

medical imaging. 

 
The key point is that a classification-finetuned model is restricted to predicting classes it has encountered 

during its training—for instance, it can determine whether something is "spam" or "not spam”, but it can't 

say anything else about the input text.  

 
Classification finetuning is ideal for projects requiring precise categorization of data into predefined 

classes, such as sentiment analysis or spam detection (Raschka, 2024).  

 
In contrast to the classification-finetuned model, an instruction-finetuned model typically has the 

capability to undertake a broader range of tasks. We can view a classification-finetuned model as highly 

specialized, and generally, it is easier to develop a specialized model than a generalist model that works 
well across various tasks.                                                 

 

Instruction finetuning improves a model's ability to understand and generate responses based on specific 

user instructions. Instruction finetuning is best suited for models that need to handle a variety of tasks 
based on complex user instructions, improving flexibility and interaction quality. 

 

While instruction finetuning is more versatile, it demands larger datasets and greater computational 
resources to develop models proficient in various tasks. In contrast, classification finetuning requires less 

data and compute power, but its use is confined to the specific classes on which the model has been 

trained (Raschka, 2024). 
 

Once a model is initialized with pretrained weights, a modification is required to transform a general 

pretrained LLM into a specialized LLM for classification tasks. So, it is necessary to modify the 

pretrained large language model to prepare it for classification finetuning. 

 

It should be taken into account that it's not necessary to finetune all model layers. This is because, in 

neural network-based language models, the lower layers generally capture basic language structures and 
semantics that are applicable across a wide range of tasks and datasets. So, finetuning only the last layers 
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(layers near the output), which are more specific to nuanced linguistic patterns and task-specific features, 
can often be sufficient to adapt the model to new tasks (Raschka, 2024). 

  

 

2. A REVIEW OF RELATED WORK 
 

The duality of generative AI—a mix of enthusiasm and skepticism—is well-documented in contemporary 

literature [Lim et al., 2023; Stracke et al., 2024]. Advocates highlight its transformative potential in 
generating human-like responses, while critics caution against issues such as misinformation and ethical 

concerns. In educational contexts, QA systems leveraging LLMs aim to provide guided learning 

experiences. However, challenges such as hallucinations, limited domain expertise, and lack of 

explainability hinder their widespread adoption. 

 

3. QA SYSTEMS AND LEARNING APPLICATIONS 
 

QA systems designed for educational purposes typically integrate natural language understanding with 
machine learning, enabling precise intent decoding, knowledge retrieval, and coherent response 

generation. These systems align with pedagogical theories such as Vygotsky’s Zone of Proximal 

Development (ZPD) and the concept of scaffolding, which emphasize structured support for learners to 

achieve tasks beyond their independent capabilities. 
 

Key components of QA systems include: 

 
1. Question Analysis: Understanding the intent behind queries. 

2. Information Retrieval: Accessing relevant knowledge from databases or KGs. 

3. Answer Generation: Crafting contextually appropriate responses using LLMs. 
 

Scaffolding in QA systems involves: 

 

 Shared Understanding: Aligning learning objectives. 
 Dynamic Assistance: Providing context-specific guidance. 

 Progressive Independence: Reducing support as learners advance. 

 
Despite their advantages, QA systems must address challenges such as LLM-induced hallucinations, 

inadequate domain-specific knowledge, and the risk of cognitive overreliance on AI. 

 

3.2. Retrieval-Augmented Generation (RAG): A Promising Solution 
 

To overcome these limitations, Retrieval-Augmented Generation (RAG) combines external knowledge 
sources, like KGs, with LLM workflows. This integration ensures higher accuracy and contextual 

relevance by embedding retrieved knowledge into response generation. 

 

Knowledge graphs (KGs) are pivotal in RAG implementations, offering semantic networks that map 
relationships among concepts.  

 

These structured representations enhance both the precision and depth of QA systems. KGs are built by 
extracting entities and relationships from educational resources using natural language processing 

techniques. 
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The effectiveness of RAG in educational contexts can be evaluated through two primary perspectives: 

 

1. Semantic Similarity: Measuring the alignment between the retrieved knowledge and the context 
of the generated response. 

2. Contextual Groundedness: Assessing the relevance and coherence of the generated content 

within the learning domain. 

 
By leveraging these frameworks, researchers aim to optimize QA systems, ensuring that LLMs serve as 

reliable, effective tools for enhancing learning experiences while mitigating their inherent limitations. 

 

3.3. QA System Based on RAG and LLM 
 

The integration of Retrieval-Augmented Generation (RAG) and Large Language Models (LLMs) in 
Question-Answering (QA) systems represents a transformative approach to embedding disciplinary 

knowledge into intelligent question-response mechanisms. This integration significantly enhances 

learners' efficiency in self-directed study by optimizing the limited availability of their time and cognitive 
resources. Notably, LLMs have been extensively employed in program tutoring and problem-solving 

applications, including automated question-answering systems and knowledge recommendation platforms 

[9], [10]. 
 

State-of-the-art natural language processing (NLP) models, such as BERT, Llama, and GPT, are 

foundational in the development of open-domain chatbots. These models, initially trained on expansive 

general-domain datasets, can be fine-tuned to specific tasks, thereby aligning more closely with the 
nuanced requirements of their intended applications [8], [3]. Among these, advanced LLMs like GPT-4 

and Llama-2 and -3 have garnered widespread recognition for their ability to generate coherent, 

contextually appropriate text, underlining their profound impact on NLP advancements. 
 

From a theoretical perspective, RAG enhances the reliability of text generated by LLMs by retrieving 

information from external knowledge sources. This reliability—often referred to as "faithfulness"—is 

assessed through the semantic correlation between the LLM-generated output and accurate reference 
texts, with comparisons frequently drawn against responses provided by human tutors. Empirical 

evidence suggests that RAG can significantly improve the performance of LLM-based QA systems in 

educational contexts.  
 

For instance, a QA system utilizing the Llama-3 model, which applies cosine similarity within the RAG 

framework for text vector retrieval, demonstrated a 9.84% increase in accuracy on a test set comprising 
non-graphical multiple-choice questions across various STEM disciplines [8]. 

 

The RAG framework is typically implemented using one of three primary methodologies: 

 
1. Template-Based Retrieval: This approach employs keyword-matching algorithms to identify 

and retrieve relevant textual materials [2]. 

2. Semantic Vector Retrieval: By extracting high-dimensional matrices (semantic vectors) through 
NLP models, this widely adopted method leverages its simplicity and effectiveness for similarity-

based retrieval [8], [3]. 

3. Knowledge Graph-Based Retrieval: Distinct from text-based retrieval, this method organizes 
data in a graph structure, forming a knowledge base represented as interconnected nodes (entities) 

and edges (relations). Subgraphs are retrieved using semantic vector-based methods [2]. 



International Journal on Natural Language Computing (IJNLC) Vol.14, No.1, February 2025 

5 

 
Knowledge graphs (KGs) are constructed through the assembly of "triples," in which a head entity is 

linked to a tail entity via a predicate that defines their relationship [12]. These triples coalesce into a 

multi-graph framework, with nodes representing entities and edges corresponding to relationships. NLP 
techniques facilitate the extraction of knowledge entities and their interrelations from extensive 

educational resources, enabling the creation of knowledge graphs as external knowledge repositories. 

 

The construction of KGs in the educational domain has evolved from early rule-based and lexical 
methods to modern machine learning and deep learning-based approaches. While lexical and rule-based 

techniques rely on manual rule formulation by domain experts—limiting scalability—contemporary 

methods leverage statistical models and neural architectures to manage vast datasets efficiently. For 
example, convolutional neural networks (CNNs) have been used to extract KGs from MOOC resources, 

including curricula and textbooks, to support instructional design and provide tailored course 

recommendations [5]. 
 

Knowledge graphs further enable the elucidation of complex concepts by linking foundational ideas to 

advanced topics through structured entity relationships. This interconnected representation facilitates a 

progressive learning experience, allowing students to comprehend sophisticated subjects with greater ease 
[4]. 

 

Once a knowledge graph is integrated into a QA system, the system can accurately respond to user queries 
by analyzing the questions and retrieving relevant entities and their interconnections from the knowledge 

base. The process involves extracting keywords, entities, and relationships from textual documents, often 

guided by LLM-generated prompts. These entities and relationships are converted into text embeddings, 

which are then used to search for related entities. If the similarity threshold (e.g., a cosine similarity of 
0.8) is unmet or the entity appears for the first time, separate subgraphs are generated to maintain 

coherence and integrity within the graph. 

 
This workflow, illustrated in Figure 1, underscores the pivotal role of KG construction and retrieval in 

enhancing QA system capabilities, thereby advancing the intersection of NLP, knowledge representation, 

and educational technology. 
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Figure 1. KG Workflow 

 

Relevant relationships within the knowledge graph (KG) are incorporated into the subgraph of the target 

entity based on the required relational context as determined by the Large Language Model (LLM). At 
this stage, the LLM primarily oversees the merging of entities and relationships. Each subgraph comprises 

multiple foundational relationships, with each relationship defined as a pair of entities and their associated 

connection. The process of merging entities and relationships relies on well-established NLP 

disambiguation and extraction algorithms, which are fundamental tasks in the domain of computer 
science. 

 

In the retrieval query workflow, illustrated in the bottom-right corner of the diagram, the learner’s query 
is processed to compute cosine similarity between its semantic vector and the semantic vectors of each 

entity in the KG. This step identifies the entity most closely aligned with the query. Subsequently, the 

system retrieves the most relevant relationships within the subgraph of the identified entity. This is 
achieved by evaluating the similarity between the semantic vectors of entity pairs and relationships and 

the query vector, using a predefined similarity threshold. The extracted relationships are then 

concatenated to form a coherent context, which is input into the LLM to generate the KG-based response. 

 
Finally, the learner’s query and the contextual output from the KG (i.e., the retrieved information) are 

jointly fed into the LLM. The LLM synthesizes this information to produce a comprehensive and 

contextually accurate response to the learner's question, ensuring that the answer is both relevant and 
grounded in the structured knowledge within the graph. 

 

4. RECOMMENDATIONS 
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The integration of Generative AI (GenAI) into the data-to-wisdom continuum marks a transformative 
shift in the dynamics of human wisdom, with synthetic information emerging as a significant counterpart 

to human-generated organic information. While GenAI holds the potential to expand cognitive horizons 

and facilitate complex tasks, its role must be carefully delineated to avoid fostering over-dependence. The 
balance between support and over-reliance is particularly critical in educational contexts, where the 

objective is to cultivate independent intellectual growth alongside technological augmentation. 

 

GenAI’s capacity to revolutionize interdisciplinary learning lies in its ability to synthesize and integrate 
knowledge across domains. However, such potential can only be realized if learners are guided toward 

critical synthesis, rather than passive consumption of AI-generated outputs. Critical reflection is 

indispensable; without it, learners risk accepting AI-derived connections at face value, thereby 
undermining the deeper understanding that interdisciplinary learning demands 

 

5. CONCLUSION 
 

This study investigates the application of a Knowledge Graph (KG)-based Retrieval-Augmented 
Generation (RAG) question-answering (QA) system, incorporating advanced retrieval enhancement 

techniques to produce high-quality responses tailored for conceptual learning in educational contexts. 

 
The technical framework and analytical findings presented herein offer valuable contributions to the 

fields of conversational AI, intelligent tutoring systems, and Large Language Model (LLM) research. By 

addressing the challenges of hallucination and domain-specific knowledge limitations, this approach 
paves the way for more reliable and context-aware educational AI assistants. 

 

Future research directions could explore the development of hybrid models that effectively merge the 

natural language understanding capabilities of logical reasoning models with the structured knowledge 
representation inherent in knowledge bases. Such advancements would further empower educational 

systems to not only generate human-like text but also retrieve and reason with structured knowledge, 

ultimately enhancing the learning experience and outcomes for students across various disciplines. 
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