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ABSTRACT 
 
Effective item categorization plays a crucial role in transforming unstructured datasets into organized 

categories, simplifying inventory management for businesses. However, this process is often subjective 

and lacks consistency across industries and typically requires extensive manual effort for implementation. 

The United Nations Standard Products and Services Code (UNSPSC) offers a standardized framework for 

inventory cataloguing. This study examines the use of Large Language Models (LLMs) to automate the 
classification of inventory data into UNSPSC codes as the chosen taxonomy based on item descriptions. It 

evaluates the accuracy and efficiency of LLMs when processing datasets that are large and diverse; and 

when focusing on a specific segment judging the effect of providing context to the LLM. The results 

demonstrate that LLMs can significantly reduce the manual workload while maintaining high accuracy of 

upto 90% at UNSPSC segment level when LLM is provided with context. These findings present LLMs as a 

scalable and efficient solution for businesses seeking to automate inventory management, with the 

potential for further improvement through advanced model architectures and refined prompt engineering.  
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1. INTRODUCTION 
 

Businesses consistently strive to manage operations and policies for their Stock Keeping Units 
(SKUs) in areas such as pricing, prioritization, e-commerce, accounting, and resource 

distribution. As inventory scales, so do the associated time requirements and costs [16]. Different 

types of items necessitate tailored strategies, simplifying processing and analysis. Consequently, 
there is a growing need to group products into categories.  

 

Organizing items into product categories is a key to effective inventory management, improving 

the efficiency of supply chain operations. This classification facilitates inventory tracking, 
demand forecasting, and strategic decision-making. In the modern digital business environment, 

the importance of standardized information extends beyond automated processes to encompass 

all electronically supported operations [3]. Electronic product catalogues have thus become 
integral to inventory management, serving as centralized hubs for regularly updated and easily 

distributable product data. These catalogues ensure accuracy and consistency throughout the 

supply chain [3]. Structured and categorized data benefit manufacturers, distributors, 
wholesalers, and resellers by optimizing processes and enabling informed business decisions. 
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Adopting common coding standards such as UNSPSC is instrumental in transforming raw data 
into coherent, valuable information [4]. Standardized product classifications provided by 

UNSPSC enhance data usability for tasks like expenditure analysis, e-commerce, logistics, and 

supplier sourcing [4]. This systematic approach to categorization bolsters inventory management 

by allowing organizations to monitor inventory levels efficiently and identify potential 
costsaving opportunities [4].  

 

In this paper, we study the possible automation of this item categorization using a Large 
Language model such as OpenAI's GPT-4 [12]. Given the complexity inherent in categorization 

processes, employing LLMs through prompt engineering offers a promising avenue to streamline 

and enhance the accuracy of this task. LLMs mark a significant advancement in artificial 
intelligence and natural language processing, showcasing remarkable capabilities in 

comprehending and generating desired outcomes based on input.  

 

This paper serves as an extended version of the conference proceedings originally published in 
the International Journal on Cybernetics & Informatics (IJCI) under the title Leveraging Large 

Language Models for Optimized Item Categorization Using UNSPSC Taxonomy [20]. The 

extended version expands upon the experimentation and methodologies presented in the original 
publication, offering a more comprehensive analysis of leveraging Large Language Models 

(LLMs) for automating item categorization using the UNSPSC framework. It delves deeper into 

the technical evaluations through additional experimental results and broader implications of 
employing LLMs for efficient and accurate inventory classification, aiming to provide enhanced 

insights for researchers and practitioners in the field.  

 

2. LITERATURE REVIEW 
 
The field of item categorization has evolved significantly, leveraging advancements in machine 

learning and natural language processing (NLP) to address the challenges of managing large and 

diverse inventories. This section reviews key contributions to the literature, including traditional 
approaches to inventory classification, the structure and application of the UNSPSC taxonomy, 

the transformative potential of large language models (LLMs) for automated categorization, and 

the emerging importance of prompt engineering in refining model outputs. By synthesizing prior 

research, this review highlights both the progress and ongoing challenges in the domain of item 
categorization.  

 

2.1. Item Inventory Classification  
 

Various approaches have been explored to automate the item classification problem. Shankar and 

Lin [15] have worked on applying supervised learning with known product categories and 
multiclass features to increase accuracy in the classification of products. However, this method 

worked on more broad generalized product categories.  The results of Gottipati and Vauhkonen 

[5] experiments indicated that while a Chi-square model of feature selection worked with a small 
feature size set, for large feature set size Naïve Bayes gave the most accuracy with plain 

frequency-based Unigram model for feature extraction and LDA fared at an average level. In 

[19] the authors suggest the Attention CNN (ACNN) model, for large-scale categorization of 

product titles into 35 top-level categories.  
 

2.2. UNSPSC Codes  
 

The UNSPSC taxonomy is constructed as a tree structure with four levels called Segment, 

Family, Class, and Commodity [17] Every level has a textual description as well as unique two 
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digits. From the top of the tree to the bottom, the category of each layer becomes one step more 
granular [8]. Combining all these codes gives the unique UNSPSC code for the product.  

 

1. Commodity: 12345678  

2. Class: 12345600  
3. Family: 12340000  

4. Segment: 12000000  

 
There have also been studies that focused particularly on classification using the UNSPSC code 

standard. In [1] the authors employed machine learning algorithms to develop the classification 

model with SVM having the best accuracy. In another study, the researchers suggested using 
special clustering considering individual factors such as input or output of service operations to 

categorize services using UNSPSC Codes [9]. Karlsson and Karlstedt [8] in the thesis suggest 

that the optimal learning method for training is Support Vector Machines using inverse 

frequency class balancing, extracting features from the brand and title of products to give them 
an accurate UNSPSC taxonomy. However, the results of the study were inconclusive. Wolin [18] 

classifies products in UNSPSC taxonomy by creating vectors based on words in each product 

category of the training set and computing the cosine similarity measure between an input 
product feature vector and all candidate categories.  

 

2.3. Large Language Models  
 

Recent advancements in Large Language Models offer a promising avenue for automated item 

categorization to be carried out efficiently and accurately. LLMs have become a powerful tool to 
apply Natural Language Processing (NLP) tasks and can be adapted for specific use case 

scenarios. In [6] the authors compare GPT-3 and their own model WHAM in the task of 

classifying job postings by the option of remote work at least one day per week.  
 

In a research closer to our objectives of product classification [10] the GPT-3.5 model showed a 

high accuracy rate in categorizing products using Harmonized System (HS) nomenclature into 

duty tariff lines whereas traditional machine learning models performed well only with their 
training dataset.   

 

2.4. Prompt Engineering  
 

Prompt engineering is a critical technique for effectively utilizing large language models 

(LLMs). By crafting precise and contextually rich prompts, researchers can guide LLMs to 
produce accurate and relevant outputs. This process is essential for reducing ambiguity and 

enhancing the consistency of the model's responses. Brown et al. [2] demonstrated the efficiency 

of few-shot learning with carefully constructed prompts, highlighting that even a few examples 
can substantially improve model performance. Similarly, Raffel et al. [13] emphasized the 

importance of prompt format and structure in their exploration of transfer learning with the T5 

model, showing that prompt variations can lead to different levels of success in text-to-text tasks.  

In the context of item categorization, prompt engineering helps address challenges such as 
ambiguous item descriptions and the need for domain-specific knowledge. Schick and Schutze 

[14] explored the use of Cloze-style prompts, where the model fills in blanks within a sentence, 

for few-shot text classification. This technique demonstrated how prompts that mimic natural 
language questions elicit more accurate responses from LLMs. This approach is particularly 

relevant for UNSPSC categorization, where items must be matched to precise codes based on 

nuanced descriptions. By leveraging structured, contextual, and multi-turn prompts, researchers 
can enhance the accuracy of UNSPSC code assignment, thereby improving data standardization 

and procurement processes across various industries.  
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3. METHODOLOGY 
 
This section outlines the approach used to explore the effectiveness of large language models 

(LLMs) for UNSPSC-based item categorization. The methodology involves leveraging a 

publicly available dataset, implementing structured prompts, and conducting experiments to 

evaluate the model's performance across various parameters.  
 

3.1. Dataset 
 

We use a publicly available dataset of Purchase Orders from the State Government of California 

[11] for our experiments. This dataset provides comprehensive details about various purchase 

orders issued during the specified period. The original dataset consists of 32 columns, capturing 
a wide range of information, including:  

 

● Item Details: Item name, description, quantity, unit price, and total price.  
● Supplier Details: Supplier code, name, qualifications, and zip code.  

● Classification Codes and UNSPSC: The classification codes and normalized UNSPSC 

associated with the items, categorizing them based on commodity, class, family, and 

segment.  
 

The dataset includes the following unique classifications:  

 
● 7,658 Commodity Codes  

● 1,821 Class Codes  

● 388 Family Codes  
● 57 Segment Codes  

 

This dataset is particularly rich in information, making it an invaluable resource for studying 

item UNSPSC categorization. The inclusion of detailed item descriptions and their associated  
UNSPSC codes makes it well-suited for analysing the performance of large language models 

(LLMs) in item categorization tasks.  

 
For Experiment 1, we take a random sample of 50,000 purchase order entries from the dataset, 

which provides a diverse set of products and categories for evaluating UNSPSC classification.  

 

For Experiment 2, we focus on segment 440000, which pertains to "Office Equipment and 
Accessories and Supplies." This subset contains 27,731 products specifically within this 

segment. This refined dataset allows us to test the model's effectiveness in a focused category, 

providing a more granular analysis of how large language models (LLMs) perform in segment-
specific UNSPSC categorization tasks.  

 

3.2. Experiment Setup 
 

3.2.1. Overview  

 
The primary goal of this experiment is to leverage large language models (LLMs) such as Open 

AI's GPT-4 to classify items based on their names and descriptions using the UNSPSC. We 

evaluate the GPT-4 model's performance by comparing its classifications against a test dataset 
from the California State Government's purchase order data. We then test a subset of the data 

selecting one segment of items to compare the performance.  
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3.2.2. Dataset Preparation  
 

The dataset is pre-processed to remove any incomplete records and to normalize item 

descriptions through methods such as text cleaning, and standardization.  

 

3.2.3. Model Selection  

 

The Azure Open AI API, specifically the GPT-4 model, is chosen for its advanced natural 
language processing capabilities. The GPT-4 model had the highest reasoning benchmarks at the 

time we ran the experiment [12]. It is accessed using an API key, with requests made to the 

specified endpoint.  
 

3.2.4. Experimental Procedure  

 

The experimental procedure involves a series of steps designed to leverage the Azure Open AI 
API for UNSPSC item categorization. Initially, input construction is performed for each item in 

the dataset, where a prompt is crafted to include both the item name and its description. These 

prompts are carefully formatted to ensure that the model receives all the necessary information 
for accurate classification. Following input construction, POST requests are sent to the API using 

these prompts. Each request is structured to query the model and retrieve a prediction for the 

UNSPSC code corresponding to the item. Once the responses are received, they are parsed to 
extract the predicted UNSPSC codes. This parsing process ensures that the outputs are correctly 

interpreted and stored for subsequent evaluation against the actual UNSPSC codes in the dataset. 

This systematic approach allows for a thorough assessment of the model's performance in 

classifying items based on their names and descriptions.  
 

3.2.5. Prompt Building  

 
For the study, we build a generic prompt that guides the LLM to assign UNSPSC Codes from the 

product name and item descriptions.  

 

Prompt 1 - Generic Prompt 
You will receive a product name and description. Your task is to classify the product into the 

appropriate UNSPSC category. Provide your output as the UNSPSC code only. 

 

Next, we implemented a Cloze-style prompt, a widely used technique in natural language 
processing, where part of the input is left blank for the model to fill. This style is effective for 

classification tasks because it frames the problem as a question with a single, context-dependent 

answer. In our case, we structured the prompt to mimic a natural query for the UNSPSC code, 
expecting it to improve accuracy by reducing ambiguity in the model's output.  

 

Prompt 2 - Cloze-style Prompt 
The appropriate UNSPSC code (a numerical code) for a product named 

‘{item_name}’ described as ‘{item_description}’ is:" 

 

In another approach, we used a long prompt-engineered statement that provides context to the 

LLM by including example usage. The following are examples of product names and 
descriptions included in the user prompt to guide the model.  
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With these three prompts, we run our experiments to test the impact of prompt creation on the 

accuracy of the LLM.  

 
For the second part of our experiment, all three prompts are tweaked to provide relevant context 

to the LLM with the dataset limited to one segment of 440000, which pertains to "Office 

Equipment and Accessories and Supplies."   
 

For the generic Prompt, the LLM is guided to classify ‘office supplies’ that provide more 

context.  

 

 
 

Again, for the Cloze-Style prompt, the LLM is told that the item is an office supply product.  

 

 
 

In the last long prompt-engineered statement we provided context to the LLM by telling it to be 

an expert in office supplies and including examples specific to the segment. The following are 
examples of product names and descriptions included in the user prompt to guide the model. 
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3.3. Result Metrics 
 
In each experiment, we test the model’s performance using three types of prompts: a generic 

prompt, a Cloze-style prompt, and an engineered prompt. For each prompt type, the model is 

evaluated at three distinct temperature levels. The temperature parameter in LLMs regulates the 

variability of the output. Higher temperature values encourage the model to explore a wider 
range of possibilities, resulting in more creative and diverse responses. However, this added 

diversity may reduce accuracy or lead to inconsistent predictions. On the other hand, lower 

temperature values prioritize precision and consistency by minimizing randomness. Since the 
goal of this experiment is to perform a classification task, it is expected that lower temperature 

settings will deliver higher accuracy, as the outputs are more deterministic and reliable.  

 
Performance evaluation is based on accuracy, defined as the proportion of correct product 

categorizations made by the model. Accuracy is calculated for each hierarchical level of the 

UNSPSC code: Commodity, Class, Family, and Segment. Furthermore, in the second 

experiment, we extend the evaluation to a smaller subset of the original dataset, specifically 
focusing on a single segment of UNSPSC codes: 440000, which pertains to "Office Equipment 

and Accessories and Supplies." This additional analysis provides a more detailed understanding 

of the model’s performance within a specific product category. The experiment measures 
performance across three key factors:  

 

1. Type of Prompt  
2. Temperature Level  

3. UNSPSC Hierarchy Level 
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4. RESULT ANALYSIS 
 
The experiment evaluated the prediction accuracy of LLMs, to classify items into UNSPSC 

codes at different levels of the hierarchy, ranging from commodity to segment level. The results, 

as presented in Table 1, Table 2, and Table 3, provide insights into the performance of different 

prompts and temperature settings on the full diverse dataset, and Table 4, Table 5, and Table 6, 
provide insights into the performance of different prompts and temperature settings on the subset 

dataset belonging to one UNSPSC segment.  

 
Across all tested prompts, it was observed that the prediction accuracy generally increased as we 

moved up the hierarchy of UNSPSC code from commodity to segment level. Also, a temperature 

of '0' consistently yielded the best accuracy across all the results. This suggests that a lower 

temperature parameter results in more deterministic and accurate predictions.  
 

Amongst the 3 tested prompts, Prompt 3 ‘Engineered Prompt’ consistently performed the best in 

terms of accuracy for the full dataset. Prompt 3 was particularly effective in handling cases 
where the model encountered inadequate information, as it provided a statement informing about 

the insufficiency rather than supplying a potentially incorrect result. Whereas for the second part 

of the experiment, where the dataset is limited to a single segment (440000: "Office Equipment 
and Accessories and Supplies"), significantly reducing variability in the data, Prompt 1 ‘Generic 

Prompt’ gave the highest accuracy.   

 
Table 1. Prompt 1 Matrix  

 

Temperature   Accuracy 

Commodity  

Accuracy 

Class  

Accuracy 

Family  

Accuracy 

Segment  

1    9.73%  24.88%  34.72%  49.09%  

0.50   10.09%  25.64%  36.08 %  49.59%  

0     10.20%  25.88%  35.75%  49.88%  

 
Table 2. Prompt 2 Matrix  

 

Temperature   Accuracy 

Commodity  

Accuracy 

Class  

Accuracy 

Family  

Accuracy 

Segment  

1    11.07%  27.44%  38.80%  53.20%  

0.50   11.29%  28.01%  39.27 %  53.63%  

0     11.45%  28.30%  39.52%  53.73%  

 
Table 3. Prompt 3 Matrix  

 

Temperature   Accuracy 

Commodity  

Accuracy 

Class  

Accuracy 

Family  

Accuracy 

Segment  

1    10.34%  27.74%  39.00%  53.10%  

0.50   10.73%  28.77%  40.23 %  54.49%  

0     10.80%  29.01%  40.31%  54.59%  
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Table 4. Prompt 1.1 Matrix  

 

Temperature   Accuracy 

Commodity  

Accuracy 

Class  

Accuracy 

Family  

Accuracy 

Segment  

1    47.14%  71.95%  82.08%  89.87%  

0.50   47.61%  72.30%  82.41%  90.14%  

0     48.05%  72.60%  82.66%  90.33%  

 

 
Table 5. Prompt 2.1 Matrix  

 

Temperature   Accuracy 

Commodity  

Accuracy 

Class  

Accuracy 

Family  

Accuracy 

Segment  

1    45.00%  69.96%  79.85%  87.54%  

0.50   45.85%  70.70%  80.41%  87.98%  

0     45.98%  71.05%  80.64%  88.22%  

 
Table 6. Prompt 3.1 Matrix  

 

Temperature   Accuracy 

Commodity  

Accuracy 

Class  

Accuracy 

Family  

Accuracy 

Segment  

1    41.14%  69.25%  78.40%  85.91%  

0.50   41.63%  69.73%  78.75%  86.19%  

0     41.75%  69.79%  78.67%  86.12%  

 

Overall, the experiment results highlight the importance of prompt design and temperature 
setting in achieving accurate UNSPSC code predictions. The findings suggest that utilizing 

Prompt 3 with a temperature of '0' can lead to improved accuracy, particularly at higher levels of 

the UNSPSC hierarchy for a dataset that is diverse and when the context is unknown and when 

the dataset belongs to a niche with context known Prompt 1 with a temperature of '0' can lead to 
improved accuracy These insights can be valuable for researchers and practitioners working on 

enhancing the prediction accuracy of UNSPSC codes.  

 

5. CONCLUSION 
 

In this research, we conducted an extensive experiment to evaluate the efficiency of LLM's 

capability to categorize items into UNSPSC codes.  Our findings reveal that prediction accuracy 

generally improves as the task transitions from the commodity to the segment level, highlighting 
the role of granularity in enhancing model performance. Additionally, a temperature setting of 

‘0’ consistently outperformed higher temperature settings, underscoring the importance of 

determinism for tasks requiring precision. Interestingly, while an engineered prompt 
demonstrated superior performance in the full dataset due to its ability to handle uncertainty 

effectively, a generic prompt achieved the highest accuracy within the subset data. This 

divergence can be attributed to the reduced variability and complexity in the subset, which 

favoured a simpler and more direct approach. Overall, our experiment with the subset dataset, 
which focused on a single segment, yielded high performance. This finding suggests that 

providing LLMs with more explicit, targeted information about the dataset can lead to even more 

accurate results.  
 

When comparing our results to earlier work on the classification of products and services using 

UNSPSC codes [7], several key observations emerge. The baseline method utilized Naive Bayes 
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probabilistic models and achieved promising results at the class level. Subsequent improvements 
using word2vec with averaging and logistic regression, as well as FastText and RoBERTa, 

demonstrated enhanced performance, with RoBERTa achieving the highest mF1 and wF1 scores 

of 0.912 and 0.904, respectively. This dataset consisted of 30,000 samples spread across 46 

UNSPSC categories. However, the authors reported a significant drop in performance to mF1 
scores of 50%-55% when tested on a larger, more diverse dataset.  

 

In contrast, our experiment utilized a larger dataset of 50,000 data points, which was more 
diverse and spanned a broader range of UNSPSC categories. Within this dataset, the accuracy at 

the class level reached 40.31%, while the segment level achieved 54.59%, demonstrating better 

performance at higher levels of the UNSPSC hierarchy. For the smaller subset of one segment 
(27,000 data points), accuracy significantly improved to 72.60% at the class level and 90.33% at 

the segment level.  

 

In conclusion, LLMs are on power with previously tested classification models. Hence, LLMs 
have proven to be a highly effective resource for item categorization, significantly reducing time 

and manual effort. Our research contributes valuable insights into the effectiveness of LLMs 

emphasizing the significance of prompt design and temperature settings.   
 

In general, the success of LLMs in this domain indicates their potential as powerful tools for item 

categorization across various taxonomies. As these models become more sophisticated, they 
could revolutionize the way organizations approach classification tasks, offering efficient and 

scalable solutions for managing large datasets and complex taxonomies. This could lead to 

broader applications in industries that rely heavily on accurate and efficient categorization, 

ultimately enhancing productivity and decision-making processes.  
 

6. FURTHER WORK 
 

The rapid evolution of Large Language Models (LLMs) opens new avenues for advancing item 
categorization tasks. Our experiment utilized Open AI's GPT-4, recognized as the best 

performing model available at the time of this study, ensuring our findings were benchmarked 

against the most capable technology of the period. However, with the continuous release of more 

advanced models and other emerging architectures, it is crucial to revisit these experiments with 
newer LLMs. These upcoming models are expected to offer enhanced contextual understanding, 

improved reasoning capabilities, and greater adaptability to diverse datasets, potentially 

surpassing the results achieved in this study.  
 

While this research focused on UNSPSC codes, its methodologies are transferable to other 

classification systems. Testing newer LLMs on frameworks like the North American Industry 

Classification System (NAICS) or Harmonized System (HS) codes could demonstrate their 
adaptability and broader application. Moreover, hybrid approaches that integrate traditional 

machine learning models with LLMs could leverage the strengths of both paradigms to further 

improve classification efficiency and accuracy.  
 

Our experiment’s finding suggests that providing LLMs with more explicit, targeted information 

about the dataset can lead to even more accurate results. It would be valuable to examine if this 
approach holds across other domains and datasets, and to determine if segment-based 

performance remains a key factor in overall accuracy.  
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