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ABSTRACT 

 
One of the main difficulties in sentiment analysis of the Arabic language is the presence of the 

colloquialism. In this paper, we examine the effect of using objective words in conjunction with sentimental 

words on sentiment classification for the colloquial Arabic reviews, specifically Jordanian colloquial 

reviews. The reviews often include both sentimental and objective words; however, the most existing 

sentiment analysis models ignore the objective words as they are considered useless. In this work, we 

created two lexicons: the first includes the colloquial sentimental words and compound phrases, while the 

other contains the objective words associated with values of sentiment tendency based on a particular 

estimation method. We used these lexicons to extract sentiment features that would be training input to the 

Support Vector Machines (SVM) to classify the sentiment polarity of the reviews. The reviews dataset have 

been collected manually from JEERAN website. The results of the experiments show that the proposed 

approach improves the polarity classification in comparison to two baseline models, with accuracy 95.6%. 
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1. INTRODUCTION 
 

Measuring the satisfaction and obtaining the feedback from users have always been the concern 

of companies that offer services or products to make decisions that would improve their business. 

Years ago, this process was hard, but with the advancement in web 2.0 platforms such as forums, 

blogs, and social media including their extensive data of opinions made that easier [1]. Platforms 

that allow the customers to express their opinions and emotions in reviews about the products 

have become a reliable source of feedback to both companies and customers. These reviews can 

make the process of satisfaction detection for companies easier and can influence on customer’s 

decision making whether to buy a product [2]. However, the vast amount of reviews that are 

published in digital form about products makes it harder for companies and customers to find the 

true underlying sentiment about the products without an automatic mechanism. Therefore, there 

was a need for systems that can automatically perform the process of sentiment analysis or 

opinion mining in the reviews. 

 

Sentiment analysis or opinion mining field is a task of Natural Language Processing (NLP) which 

aims to automatically detect the subjective information in textual information and predict its 

sentiment polarity [3]. Recently, the attention is being paid to the sentiment analysis and its 

applications in different domains such as finance, economic, healthcare, etc. The core function of 

sentiment analysis process is assigning positive, negative, or neutral polarities to opinionated 

texts [4]. In general, sentiment analysis has been investigated at three levels [5]: document level, 

sentence level, and entity and Aspect level. The approaches of sentiment classification that have 
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been used in literature can be classified into two primary categories: supervised approach and 

semantic orientation approach [6]. The former is also known as a corpus-based approach which 

uses machine learning algorithms to classify the sentiment into binary or multiple classes. In this 

approach, there must be annotated data from which a set of features is extracted as a training data 

used by a classifier to build a model for predicting the classes of a testing data using one of the 

machine learning algorithms like SVM, Naive Bayesian, K-Nearest Neighbor, etc. The later is 

also known as lexicon-based approach in which sentiment lexicons and other linguistics resources 

are used to classify the sentiment polarity. In this approach, the sentiment information is extracted 

and represented by numeric values to be summed up in a value indicating the sentiment polarity 

of a sentence. 

 

Each approach has its advantages and disadvantages, however, studies such as [7, 8] show that 

the two approaches have complementary performances. For example, Yang et al. [8] illustrate 

how the combination of the two approaches can resolve the problem of the learning classifiers 

which is being conservative in classifying instances as positive because positive reviews usually 

contain many objective statements. In contrast, the lexicon-approaches tend to classify negative 

or neutral instances as positive when there are a few positive words appear in the document. In 

this research, we incorporated lexicons into a machine learning classifier. The lexicons used to 

extract different sentiment features that can improve the performance of the learning classifier for 

colloquial Arabic language. 

 

The research in sentiment analysis of English language has achieved considerable progress, 

whereas it is still limited in the Arabic language. One of the most challenging issues in the Arabic 

language is the presence of colloquialism, as there are no specific rules that govern the colloquial 

Arabic. In sentiment analysis literature, the MSA is widely researched and several tools and 

resources were developed, whereas there are fewer researches concern with colloquial Arabic [9, 

10, 11, 12] . Additionally, different approaches were adopted and adapted whether for MSA or 

colloquial Arabic. However, to the best of our knowledge, none investigated the effect of 

objective words on the sentiment classification. The researchers usually adopt the suggestion of 

Pang and Lee [13] that refers to excluding the objective texts would improve the sentiment 

classification. 

 

In this work, we investigate the effect of objective words on sentiment classification for 

colloquial Arabic reviews, specifically Jordanian colloquial reviews. To the best of the author 

knowledge, there is no much research concern with colloquial Jordanian in sentiment analysis 

other than [14, 11, 15] . Thus, we introduce a new approach that incorporates different lexicons 

into SVM classifier to classify the reviews into either positive or negative class. The lexicons 

include colloquial sentiment words, objective words that have sentiment tendency, and sentiment 

compound phrases to extract a set of sentiment features that can improve the classifier. 

Furthermore, we investigated the effect of combining the sentiment features with different n-gram 

models on the classifier performance. 

 

The paper is conducted as follows. Section 2 introduces the background of the Arabic language 

and colloquial dialects. Section 3 presents related work. Section 4 introduces the proposed 

approach. Section 5 discusses experimentations and results. Finally, Section 6 concludes this 

work. 
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2. BACKGROUND OF THE ARABIC LANGUAGE AND COLLOQUIAL DIALECTS 
 

The Arabic language is one of the Semitic languages, and used by about 325 million native 

speakers to daily communication [16]. It is also one of the languages in United Nations as are 

English, and French. 

 

The Arabic script is the second most familiar script in the world after Latin [17]. It is used in 

Arabic and other languages such as Ottoman Turkish, Persian, Urdu, Afghan, and Malay. The 

Arabic language has a morphologically complex style that has a high inflectional and derivational 

nature [18]. This nature would affect the linguistic features such as, gender, number, tense, person 

and etc [19]. Additionally, this nature would makes Arabic language the richest with vocabularies 

compared to other natural languages [20]. 

 

The Arabic language is a collection of variants among which the MSA variant is the most used 

[21]. MSA is the most common and understood by all over Arabic world, and used in books, 

newspapers, news, formal speeches, subtitles, etc. The MSA derived from the classical Arabic 

language, and they have several features in common. However, they are treated separately and 

have differences in aspects such as lexicon, stylistics, and certain innovations on the periphery 

[22]. The classical Arabic language has remained unchanged, intelligible and functional for more 

than fifteen centuries [23]. It is the written language of the Quran, and it is used by around 1.4 

billion Muslim to perform their daily prayers. Recently, the Arabic language has attracted the 

attention of natural language processing researchers. Different state-of-the-art systems have been 

developed for different application including sentiment analysis. However, these applications had 

to deal with several challenging issues relevant to the Arabic language; one of them is the 

colloquialism. 

 

Colloquial Arabic dialects are also rooted in classical Arabic and MSA, and the script is the same. 

However, there is a great variety in Arabic dialects among the Arab countries or even different 

regions at the same country. For example, Table 1 illustrates how the sentence  

which means (What do you want?) is differently written with different colloquial dialects. 

 
Table 1: Variations among different colloquial Arabic dialects. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Obviously, there are no standard rules for colloquial dialects at the levels of orthography, 

morphology, phonology, and lexicon. The variation of colloquial Arabic dialects can be on 

different dimensions, Habash [21] mentioned two major dimensions: geography and social 

classes. Based on geography, the colloquial dialects categorized as Egyptian, Levantine, Gulf, 

North African, and Iraqi. Socially, the dialects can be classified into three categories: urban, rural, 

and bedouin. Shaalan et al [9] pointed out that the differences between dialects and MSA because 
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behaviors such as replacing characters and change the pronunciation or the style of writing of 

nouns, verbs, and pronouns. Consequently, new colloquial words will continue appearing, and the 

gap between MSA and dialects will increase. In this case, according to [24, 23], applying the 

tools of MSA to the most colloquial texts will give results far from accurate since there are 

variances in grammar syntax, and expressions. such as lexicons, annotated corpora, and parsers. 

For example, people use new and different ways to express their sentiment such as transliterated 

English like   which means (LoL, nice, cute), and newly created compound 

phrases like  which means (worthy). Because such challenges, processing Arabic 

dialects in sentiment analysis is difficult, and most researchers prefer to deal with MSA texts, 

since MSA was robustly researched and have a considerable amount of resources. 

 

The colloquial Jordanian dialect is spoken by more than 6 million. According to (Cleveland 

1963), the colloquial Jordanian has three categories. First, the urban dialect which has emerged as 

a result of internal and external migrations to the main cities. Second, the rural dialect which is 

often spoken in villages and small cities, and it has two categories; Horan dialect which is used in 

the area north and west Amman, and Moab dialect which is used in the area of South Amman. 

Third, Bedouin dialect which is spoken by Jordanian Bedouins who live in the desert, and is not 

common in the urban and rural regions. Table 2 shows examples of how the colloquial Jordanian 

dialect varies in a sentence like  which means (What is the matter with him?).The 

migration has played a significant role in the formation of Jordanian dialect. Since 1984, Jordan 

has received a considerable amount of Palestinian refugees who settled all over the region. The 

contact between Palestinians and Jordanians has created new and complex patterns of dialects 

[25]. Furthermore, a flood of Syrian refugees recently was accepted, that made Jordan dialect 

observably propagated. Based on the introduced facts, Jordanian dialect continuously adds new 

suffixes, prefixes, and clitics that would generate new words, stop-words, contrary words, and 

negation words (e.g. .) 

 
Table 2: Categories of colloquial Jordanian dialects. 

 

 
 

3. RELATEDWORK 
 

Different studies investigated the effect of using objective words on sentiment classification for 

English language. Hung and Lin [26] pointed to the fact that more than 90% of the words in 

SentiWordNet are objective words. These objective words are ignored in the most existing 

sentiment models, because they are considered useless. However, in their work, they used the 

objective words in the sentiment classification after reevaluating their sentiment tendency based 

on the presence of the words in positive and negative reviews. The results of the experiment have 

shown an improving effect on the performance accuracy with 4.10% compared to using non-

revised SentWordNet. Another work of Kaewpitakkun et al. [27], also found that reevaluating the 

objective words in SentiWordNet would improve the accuracy of sentiment classification. The 

same conclusion was reached by Amiri and Chua [28] and Ghang and Shah [29] in their work. 
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Up to now, most researchers on Arabic sentiment analysis have targeted MSA form, due to the 

availability of resources and tools. Whereas, we found few related work on colloquial Arabic 

sentiment analysis. The most of the related work considered the colloquial Egyptian such as [10, 

30, 31, 32, 33], since it is the most widely spoken colloquial dialect in the Middle East by more 

than 80 million people. In this section, we present some previous work that considered MSA and 

colloquial Arabic in sentiment analysis. 

 

Shoukry and Rafea [31] proposed a hybrid approach for sentiment classification of colloquial 

Egyptian tweets. They used the SVM with different types of features such as n-grams, and 

sentiment scores that obtained based on sentiment words, and emoticons. In their work, the 

preprocessing includes character normalization, stemming, and stop word removal. They 

manually built the lexicons that used in the process of classification. To train the classifier, they 

used 4800 tweets of which 1600 are positive, 1600 negative, and 1600 neutral. The objective of 

their work was examining the effect of the corpus sizes on the Machine learning classifier, and 

the effect of their proposed hybrid approach. Based on the reported results, there was improving 

effect on sentiment classification. 

 

Ibrahim et al. [30] used a semi-supervised approach for sentiment analysis of MSA and colloquial 

Egyptian. They introduced a high coverage Arabic sentiment lexicon with 5244 terms, and a 

lexicon of idioms/saying phrases with 12785 phrases. Regarding feature selection, they extracted 

different linguistic features to improve the classification process. For classification, they used the 

SVM technique. Their dataset consists of 2000 statement divided into 1000 tweet and 1000 

microblogging reviews. The reported accuracy of the SVM classifier was 95%. 

 

Azmi and Alzanin [34] introduced Aara’which is a mining system for public comments written in 

colloquial Saudi. They employed the Naive Bayes algorithm with a revised n-gram approach for 

classi_cation. The dataset consists of 815 comments which were gathered manually from online 

newspapers, and then split into a training set and testing set. The accuracy of the system was 

82%. 

 

Salamah and Elkhli_ [35] proposed an approach for sentiment classification of colloquial Kuwaiti 

in microblogging. The approach employed a lexicon of colloquial Kuwaiti adjectives, nouns, 

verbs, and adverbs. They tested their approach on a manually annotated corpus comprised of 

340,000 tweets. For classification, they used SVM, J48, ADTREE, and Random Tree classifiers. 

The approach yielded the best results using SVM with a precision and recall of 76% and 61% 

respectively. 

 

Abdul-Maged et al. [10] presented SAMAR for subjectivity and sentiment analysis for Arabic 

social media reviews. In this work, they considered both MSA and colloquial Egyptian. In this 

work, different features were used include author information, stemming, POS tagging, dialect 

and morphology features. For classification, they used SVM classifier over a variety datasets. 

Concerning colloquial Arabic, they noticed that the presence of colloquial tweets would affect the 

SSA negatively since the most tweets are subjective and negative in sentiment. The highest 

accuracy reported through the colloquial-specific sentiment experiments was 73.49%. 

 

The work of Mourad and Darwish [36] focused on Subjectivity and Sentiment Analysis (SAA) on 

Arabic news articles and dialectal Arabic microblogs from Twitter. A random graph walk 

approach was employed to expand the Arabic SSA lexicon using Arabic-English phrase tables. 

They used two classifiers in the experiments, the NB and SVM classifiers with features such as 

stem-level features, sentence-level features, and positive-negative emoticons. The accuracy was 

80% for news domain and 72.5% for tweets. 
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Duwairi [15] introduced a framework for sentiment analysis of Arabic tweets with the presence of 

colloquial Jordanian. The approach utilizes machine learning classifier and colloquial lexicon 

which maps colloquial words to their corresponding MSA words. 22550 tweets were collected 

using Twitter API and annotated using a crowd sourcing tool. In this work, utilizing the 

colloquial lexicon achieved a slight improvement. Two classifiers were used to determine the 

polarity, namely: NB and SVM, the F-measure of the two classifiers was 87.6% and 86.7% 

respectively. 

 

Finally, Abdulla et al. [14] presented a lexicon-based approach for analyzing opinions written in 

both MSA and colloquial Jordanian. The lexicon size was 3479 words, and the dataset composed 

of 2000 tweet were collected and manually annotated. For feature extraction, they used unigram 

technique, and then they used an aggregation tool to calculate the weights of tweets to generate 

the polarity. They performed a comparison between lexicon-based and corpus-based approaches; 

as noticed from the results corpus-based approach remarkably outperformed the lexicon-based 

approach. The final reported accuracy of lexicon based approach was 59.6%. 

 

As we note, different approaches, methods, resources, and colloquial dialects have been 

researched in the context of Arabic sentiment analysis. However, to the best of the author 

knowledge, none examined the effect of using the objective words in the sentiment classification 

either in MSA or colloquial Arabic. The researchers usually adopt the suggestion of Pang and Lee 

[13] that refers to excluding the objective texts would improve the sentiment classification. In this 

work, we decided to examine the effect of the objective words by assigning sentiment tendency 

for them based on a method will be discussed in section 3. Unfortunately, we found few work that 

concern with colloquial Jordanian, and we have not found public datasets to be used and 

compared with the proposed approach. Thus, we manually collected and annotated our own 

datasets reviews, and then we built new sentiment lexicons of objective and opinionated 

colloquial words and phrases. 

 

4. THE PROPOSED APPROACH 
 

This section presents the proposed approach for classifying the sentiment polarity of colloquial 

Jordanian reviews. In this research, we used an approach that employs different lexicons for 

extracting sentiment features from the reviews to be fed to the SVM classifier. The core of this 

approach is to combine a colloquial sentiment words lexicon with a lexicon of objective words 

that have sentiment tendency, to be involved in the process of sentiment polarity classification. 

The framework of the proposed approach is illustrated in Fig 1. 

 

4.1. DATA COLLECTION AND ANNOTATION 

 
An annotated dataset is required to train the classifier. To the best of our knowledge, there is no 

publicly available corpus for Jordanian colloquial dialect. Thus, we manually built our corpus 

consisting 2730 reviews of which 1527 were positive, and 1203 were negative. The data is 

collected from JEERAN1 website which is a platform for user’s reviews about places, services, 

and products in Jordan. The corpus consists of MSA and colloquial Jordanian reviews about 

various domains (restaurants, shopping, fashion, education, entertainment, hotels, motors, and 

tourism). This corpus is mostly written by reviewers from the public and consists of short and 

long reviews. Two Jordanian native speakers annotated the polarity of the reviews, and a good 

agreement was reflected. In this work, only the positive and negative reviews were considered, 

while the reviews such as neutral, sarcastic, and uncertain have been disregarded in this work. 
 

 

1http://jo.jeeran.com/amman/  
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Figure 1: The framework of proposed approach. 

 

4.2. DATA PREPROCESSING 
 

 
 

4.3. BUILDING COLLOQUIAL SENTIMENT LEXICON 
 

In this phase, we manually built a sentimental lexicon consist of 3970 opinionated words and 

compound phrases. We extracted from our dataset 3367 opinionated words (adjectives, adverbs, 

nouns, and verbs) including colloquial and MSA. Words like English transliterations were 

included in the lexicon such as . Furthermore, we extracted from our dataset 

603 opinionated compound phrases that commonly used to express opinions. Compound phrases 

may indicate to specific groups of words, idioms, or speculations. Table 3 shows examples of 

dialectal compound phrases and individual words. 

 

4.4. BUILDING OBJECTIVE WORDS LEXICON 

 
The goal in this phase is to build a lexicon of objective words associated with its sentiment 

tendency to be used in the sentiment classification. In some studies such as [28, 37, 26, 27], the 

objective words are identified based on its polarity in the Senti Word Net, and then a new 

sentiment tendency is reassigned. In our work, since there is no such lexicon for colloquial Arabic 

language, the objective words will be extracted from our dataset. The basic observation shows 

that the review usually is expressed by both 
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Table 3: Examples of the colloquial words and compound phrases. 

 

 
 

subjective and objective words. Knowing that, we already have built the lexicon of the subjective 

words in the previous module, so we can use it to identify the objective words. We create the 

lexicon of objective words through three steps. In the first step, we will use the conducted 

sentiment lexicon to eliminate the subjective words from our dataset, and the remaining words 

will be classified as objective words. Next, we will filter out the less informative words such stop-

words, person names, and places from the objective words list. Finally, we identify the 

sentimental tendency of the objective words by adapting the method used in [26]. This method 

simply determines the sentiment tendency based on the ratio of its occurrences in either positive 

or negative reviews, as defined in Eq 1 and 2. For example, let us assume that the objective word 

 which means government used more frequently in negative reviews. This word would 

be considered as it carries a negative tendency and labeled with a negative polarity, and vice 

versa. 

 
 

Where pt indicates a positive tendency, nt is the negative tendency, pr is a positive review, nr is a 

negative review, w is an objective word and no (j,i) is the number of occurrences of i and j. 

However, some words may have an equal sentiment tendency value, or the difference of 

sentiment tendency is not enough to influence the process of polarity classification. For example, 

the total occurrences of an objective word I are 11 times of which 6 in positive reviews and 5 in 

negative reviews, the tendency values of positivity and negativity are 0.54 and 0.45 respectively. 

Although there is a difference between the tendency values of word i, it presents less information 

to learn from to classify the proper polarity. Therefore, we assigned a threshold value to 

categorize the objective words into three classes positive, negative or neutral. The sentimental 

tendency classification for the words is determined as Eq 3 shows. 

 

 
 

Where t indicates the tendency of objective word i. As a result, a lexicon of objective words was 

generated from our dataset. It consists of 7250 words out of 11388 words, of which 2941 were 

positive, 3297 were negative, and 1012 were neutral. 
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4.5. FEATURES IDENTIFICATION 

 
In this section, we present the used features representation of the reviews in the dataset. In our 

approach,we used a set of sentiment features which include sentimental words, and the sentiment 

tendency of objective words. We also considered the sentimental compound phrases, the 

negation, and the length of reviews. More details about sentiment features are presented below: 

 

• Sentiment words: This feature represents the words used to express positive or negative 

opinions. From this aspect, we have two features that represent the total number of positive and 

negative words in the review. To extract this feature, we built a colloquial sentiment lexicon 

which was introduced in Section 3.3. 

 

• Sentiment tendency: This feature represents the total number of objective words that carry either 

a positive or negative tendency in the review. To extract this feature and the next feature, we built 

a colloquial objective words lexicon which was introduced in Section 3.4. 

 

 
 

• Review Length: The length of reviews in the dataset range from 2 to 159 words, the average is 

23 words. Unlike the short review, longer reviews usually contain more details about the feeling 

of the opinion holder. However, not every word in the review is subjective. The length feature has 

shown a significant effect on sentiment classification in considerable amount of studies such as 

[38, 39, 40, 41].This feature is represented by the total number of the words in the review. 

 

4.6. POLARITY CLASSIFICATION 
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Next step after transforming the dataset into feature vector space is selecting the suitable learning 

classifier. In this work, we train a binary learning classifier to assign either positive or negative 

label to our dataset.  We chose the SVM as our learning algorithm for classification, because the 

SVM classifier often yields a higher accuracy of performance than other machine learning 

algorithms as reported in most of the literatures [42, 13, 1, 43]. More specifically, we used 

LIBSVM [44] with linear kernel due to its efficiency. 

 

5. EXPERIMENTAL RESULTS AND EVALUATION 
 

This section presents the experimental results for the classifier used to classify the reviews into 

either positive or negative class. The data set used in the experiment was manually collected and 

annotated; we discussed the details in Section 3.1. To evaluate the performance of the proposed 

approach, we split our dataset into 85% as a training set and 15% as a testing set. The dataset 

includes reviews about diverse domains such as restaurants, shopping, fashion, education, 

entertainment, hotels, motors, and tourism. The average length of reviews is 23 words. To 

perform this experiment, we used Rapidminer. The Rapidminer is a software platform that 

includes a valuable set of machine learning algorithms and tools for data and text mining. We 

chose the following evaluation metrics: Accuracy, Precision, and Recall for evaluating the SVM 

classifier; see Eq 4, 5 and 6. 

 
 

Where TP indicates a true positive which means the number of the inputs in data test that have 

been classified as positive when they are really belong to the positive class. TN indicates a true 

negative which means the number of the inputs in data test that have been classified as negative 

when they are really belong to the negative class. FP indicates a false positive which means the 

number of the inputs in data test that have been classified as positive when they are really belong 

to the negative class. FN indicates a false negative which means the number of the inputs in data 

test that have been classified as negative when they are really belong to the positive class. 

 

The evaluation includes two phases. In the first phase, to determine the effectiveness of involving 

the objective words in the classification performance, we compared the performance between two 

baseline models and our model. The baseline models include a unigram model with term 

occurrences weighting scheme, and a model contains only basic sentiment features. We used the 

colloquial sentiment words lexicon to extract the basic sentiment features such as positive words 

(POw), negative words (NGw), positive compound phrases (POCP), negative compound phrases 

(NGCP), negation words (NEGw), and length of the review (LR). After that, we combined the 

sentiment objective words lexicon to extract the features such as positive tendency (POt) and 

negative tendency (NGt) to measure the effect these features on the classification; Table 4 shows 

the results. 

 

The core of our work is that a sentimental review is usually made of more objective words than 

sentiment words, and these objective words may have sentiment tendency affecting the 

performance of polarity classification. The results in Table 4 show that the unigram baseline and 

the baseline model of basic sentiment features achieved accuracy with 89.9%, and 91.7% 

respectively. That means the lexicon-based features provided more sentiment information that can 

improve the performance of the classifier, especially the  
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Table 4: Results of performance comparison between the proposed approach and the baseline models. 

 

 
 

performance on positive instances. As a result, the precision improved by 3.5% compared to the 

unigram, because the false positives decreased. However, there was no improvement in the recall, 

as the false negatives are still high. The reason is that the negative reviews in our dataset contain 

less negative words and more objective words; thus the classifier tends to classify the negative 

reviews as positive especially when there are a few positive words appear.Back to the core of our 

work, it can be noted from the results that the addition of POt and NGt features has a significant 

improving effect on the accuracy performance of the classifier. In comparison with the unigram 

model, our approach improved the accuracy, precision and recall with 3.25%, 2.3%, and 4.4% 

respectively. As well as, compared to the other baseline, the improvement is in accuracy and 

recall with 1.45% and 4.4% respectively, while the precision decreased approximately 1%. As 

seen above, using the sentiment tendency of objective words was able to improve the overall 

performance and resolve the problem of less recall. 

 

The second phase includes four experiments that evaluate the performance of our proposed 

approach in conjunction with different n-grams and its combinations. Employing N-gram may 

improve the performance because it can store a higher degree of context than individual word. As 

our dataset includes long reviews, we assume that using n-grams will support in capturing more 

information about features like sentiment compound phrases, contrary word, and negation. We 

used three general representations of N-gram: unigram, bigram, and trigram. The SVM classifier 

was trained using sentiment feature set in conjunction with the occurrences of the N-gram models 

as the following: 1) sentiment feature set with unigram, 2) sentiment feature set with bigram, 3) 

sentiment feature set with a combination of unigram and bigram, 4) and finally sentiment feature 

set with a combination of unigram, bigram, and trigram. Table 5 shows the result of these 

experiments. 

 

From the results in Table 5, we can clearly notice that each increment on the value of N in n-gram 

model combined with the proposed sentiment features has an improving effect on the 

performance of the SVM classifier. The results also show that combining the n-grams would 

perform even better, and it is noted that the more elements of n-grams in the combinations, the 

better performance. In other words, the combination of unigram and bigram yielded a higher 

performance than using n-grams separately with 95.35%. Also, adding the trigram to the 

combination outperformed all the above models by 95.6%. We suppose that this improvement 

because the classifier obtained more useful information about negation, and sentiment compound 

phrases by using n-gram features. To decide the optimal elements of the combination, we 

evaluated the addition of 4-gram to the combination, and we found that the addition of 4-gram 

has no improving impact on the performance, where its results are the same of the previous n-

gram combination. Thus, the optimal model that would obtain the highest performance over our 

dataset is the combination of unigram, bigram, and trigram in conjunction with our proposed 

sentiment features. 
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Table 5: Results of combining proposed sentiment features with n-grams. 

 

 
The results obtained by evaluating the approach in the two phases with different feature sets 

indicate the use of sentiment tendency of objective words along with colloquial sentiment words 

can improve the sentiment classification performance. Additionally, using N-gram models and 

combining them together in conjunction with sentiment features also can improve the 

performance of colloquial sentiment classification. The highest results obtained by our 

classification approach show a significant improvement in accuracy, precision, and recall 

compared to the unigram baseline results which were reported in Table 1, by 5.7%, 4.3%, and 

7.4% respectively, and compared to the baseline basic sentiment features the improvement is 

3.9%, 0.82%, and 7.4% respectively. 

 

6. CONCLUSION 
 

In this paper, we have proposed a machine learning approach for colloquial Arabic sentiment 

analysis, specifically Jordanian colloquial reviews. The approach uses two new lexicons to extract 

the features: colloquial words sentiment lexicon, and objective words lexicon. Our dataset 

consists of 2730 reviews which have been manually collected and annotated. The annotated 

reviews dataset will be available publically for research purposes, as there is no one currently 

available. The core of our work is examining the effect of employing the objective words into the 

process of colloquial Arabic sentiment classification. After measuring the sentiment tendency of 

the objective words based on a particular threshold, the objective words lexicon was built. Then, 

we used it to extract two features: objective words with positive tendency, and objective words 

with negative tendency. These two features were incorporated with other sentiment features and 

n-grams to be fed to the SVM classifier. The experimental results show that the addition of 

objective words sentiment tendency has a significant improving effect on the sentiment 

classification compared to two baseline models.  
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