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ABSTRACT 
 

One of the most important processes used by companies to safeguard the security of information and 

prevent it from unauthorized access or penetration is the signature process. As businesses and individuals 

move into the digital age, a computerized system that can discern between genuine and faked signatures is 

crucial for protecting people's authorization and determining what permissions they have. In this paper, we 

used Pre-Trained CNN for extracts features from genuine and forged signatures, and three widely used 

classification algorithms, SVM (Support Vector Machine), NB (Naive Bayes) and KNN (k-nearest 

neighbors), these algorithms are compared to calculate the run time, classification error, classification 

loss, and accuracy for test-set consist of signature images (genuine and forgery). Three classifiers have 

been applied using (UTSig) dataset; where run time, classification error, classification loss and accuracy 

were calculated for each classifier in the verification phase, the results showed that the SVM and KNN got 
the best accuracy (76.21), while the SVM got the best run time (0.13) result among other classifiers, 

therefore the SVM classifier got the best result among the other classifiers in terms of our measures. 
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1. INTRODUCTION 
 
A handwritten signature is a personal skill that consists of a group of symbols and characters 

written in a specific language. It is one of the operations that is used to provide persons with 

authentication to perform many transactions, such as banking transactions and class attendance, 

where the signature can ensure the permitted validity of persons and classify forged signatures 
from genuine signatures [1].  

 

A signature is a meticulously crafted drawing that an individual creates on any record as a mark 
of their identity. A person uses it on a regular basis to sign a check, a legal instrument, a contract, 

and so on. When someone attempts to copy it, a problem arises [2]. 

 
Signature recognition is a complicated design identifiable proof with insufficiency because no 

two verifiable signatures of a person can be compared perfectly. If it succeeds accident, it will 

cause significant harm to an individual. One method is to use each person's biometric 

characteristics [3]. 
 

Signature recognition and other biometric features are now commonplace in practically every 

industry where mystery and security are top priorities for all people and nations. Furthermore, 
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signature verification can aid in determining a person's personality as well as their authorization 
to perform a specific task [2]. 

 

A signature recognition system can be used to verify a signature to distinguish it from a forgery. 

The recognition process consists of a number of stages, including normalization, features 
extraction, and classification. These three phases are particularly important for confirming 

signatures because the transcribed signature can change over time depending on the person's 

behaviour and position [3]. Figure 1 shows different types of signatures for the same person. 
 

 
 

Figure 1. Example of different patterns of signature 

 

The features extraction phase is the second stage in a signature recognition system. This phase is 

important because the entire system relies on it to verify individual signatures. This phase is 

responsible for detecting and determining a group of features in each signature, such as the 
number of pixels, width, corner, and length [4]. 

 

The features extraction stage depends on detecting image highlights with incredible precision 

through minimizing the measurements of the first picture at that point extricates a group of 
covered up characteristics within the picture, in arrange to encourage the method of separation 

between unique and fake marks. 

 
The third stage in the signature recognition system is the classification stage, and this stage is the 

signature verification stage, in which it is determined whether the signature is false or real in it, 

through comparing the signature features stored in the database with anyone who wants to verify 

his/her signature [5]. 
 

The classification phase aims at identifying the genuine signature by comparing the enrolled and 

authenticated signature features. The decision-maker then chooses if the signature should be 
accepted or denied based on the threshold [6]. 



International Journal of Network Security & Its Applications (IJNSA) Vol.14, No.1, January 2022 

45 

Furthermore, the signature is a character trait of individuals used in biometrics systems to verify 
individuals' identities, as the usage of biometric characteristics in the field of security grows, the 

signature appears as a biometric feature that provides a secure way of delegating individuals and 

verifying their identification in legal documents. Furthermore, when compared to other biometric 

traits like (hand geometry, iris scan, or DNA), the signature has a high level of acceptance by 
individuals. All these reasons have led to an increase in the proliferation of signature recognition 

systems and the need for further developments on these systems. 

 
In this paper, our objective is to study the features extraction phase and classification phase for 

signature images. Therefore, in this research Pre-trained Convolutional Neural Network was used 

for features extraction phase, then signature image features are classify using (support vector 
machine (SVM), naive Bayes (NB) and k-nearest neighbor (KNN)),  with  UTSig dataset [7].  

This dataset has (115) classes containing: (27) genuine signatures; (3) opposite-hand signed 

samples, (36) simple forgeries and (6) skill forgeries; we selected (2475) images as a training 

group to train the classification algorithms. 
 

2. OVERVIEW OF METHODS 
 

The features extraction approach and classification algorithms utilized in the signature 
classification and comparison process are briefly detailed in this section. Feature normalization, 

feature extraction, and classification are all part of the suggested signature classification 

algorithm. 

 

2.1. Features Extraction Phase 
 
In this research, a deep learning method was used for offline signature verification. A 

Convolutional Neural Network (CNN) ad hoc model was used as a deep learning method. A 

Convolutional Neural Network was firstly proposed by LeCun et al [8] as a method for image 

processing, where it has consisted of two essential features including spatial pooling and spatially 
shared weights.  

 

In 1998, they [9] enhanced the CNNs as LeNet-5 which is a pioneering 7-level convolutional 
network to classify digits. At the present time, CNNs considered the most widely utilized deep 

learning architecture in feature learning, through many successful applications in various areas 

like autonomous vehicles [10], character recognition [11], video processing [12], medical image 

processing, and object recognition [13]. 
 

Figure (2) shows basic structure of CNN. 

 

 
Figure 2. CNN structure  
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As shown in Figure (2), a CNN has three primary layers: a convolutional layer, a subsampling 
layer (pooling layer), and a fully-connected layer, that was taken from the study of LeCun et al 

[8]. CNN points to define the unique features of pictures utilizing convolutional operations and 

pooling operations. The features gotten within the first layers identify as edges or colour data, 

whereas within the final layers they portray parts of shapes and objects [9]. 
 

In the convolution layer, the convolution operation is implemented by shifting the filter data 

matrix on the input data matrix and adding a bias to the multiplication of these matrixes. The 
basic convolution process represents in Figure. 3, Basic formulation of the convolution operation 

has been given in equation (1). In the equation, pixels of the output image, pixels of the input 

image, pixels of the filter (kernel) and bias term were represented by y, x, w and b respectively. 
 

 
 

Figure 3. Basic convolution operation 

 

                 (1) 

 

Another tool using by CNNs is called pooling, the pooling tool [58] is utilized to spatially down-

sample the activation of the previous layer by propagating the maximum activation of the 
previous neuron groups. The most objective of the pooling layers is diminishing the 

computational complexity of the model by continuously diminishing the dimensionality of the 

representation [9]. If preferred, a rectified linear unit (ReLU) activation function can be utilized at 

the conclusion of each layer for normalization. The main operation of (ReLU) was depicted in 
equation (2). 

 

                  (2) 

 

Fully Connected Layers (FC), which are the primary building components of classical neural 

networks, are the final layer in CNN. Fully Connected layers are shaped by the association of 
neurons to each neuron within the following layer. It is at that point normalized to a probability 

dispersion employing a Soft-Max layer. Moreover, it points to require the high-level sifted 

pictures and interpret them into votes. These votes are communicated as weights, or association 
qualities, between each esteem and each category [9], [11]. 

 

 

 



International Journal of Network Security & Its Applications (IJNSA) Vol.14, No.1, January 2022 

47 

2.2. Signature Classification 
 

In this paper, we used various algorithms for    classification: KNN, SVM, and SVR. 

 
K-nearest Neighbor (KNN): This is a procedure of gathering parameters based on closest tests of 

the range of inner features [14]. KNN is one of the popular and clear classification calculations. 

Learning approach as it joined sparing characteristic vectors and marks of the learning pictures, 
inner gathering operations. 

 

This unmarked position may be really assigned the title for its k closest neighbor’s. Regularly, 

this thing will be categorized based on the marks of its k closest neighbors by utilizing 
overwhelming portion surveying. On k=1, those parameters are categorized based on the power 

of the parameter closest to it. If there is a need for only two segments, then k should make an odd 

number. K may be an odd number when showing up multiclass arrangement. This stage used the 
famous distance equation, Euclidean distance, as a related point separation capacity for KNN 

after changing each image to a vector from claiming fixed-length for true numbers: 

 

                (3) 

 

 
 

 

 
 

 

 
 

 

 

 
 

 

 
 

Figure 4. KNN Classification 

 

Support Vector Machine (SVM): This is prepared to assess signature among specific signature 
qualities [15]. Through applying a classification algorithm to particular features for signature 

images, during the training procedure, we trained a signature classifier, used every last one of the 

preparation data. An outline of signature prediction utilized SVM algorithm indicated in Fig. 5 to 

classify the input signature image with training procedures. The inputs xi is the characteristic 
vectors.  To configure the SVM parameters, we used Gaussian kernel K: 

 

                (4) 

 
 
Naive Bayes: Naive Bayes learning refers to the construction of a Bayesian probabilistic model 

that assigns a posterior class probability to an instance: P(Y = yj |X = xi). The simple naive Bayes 

classifier uses these probabilities to assign an instance to a class. Applying Bayes’ theorem (Eq. 

7) [16], and simplifying the notation a little, as shown in equation 5. 
. 

(a) 
? 

(b) (c) 
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                    (5) 

 

3. EXPERIMENTAL RESULT 
 

This section presents the results of experimental classifiers in three sections, the first of which 
(3.1) outlines the database used, the receiver operating characteristic (ROC) and run-time for 

each classifier is shown in section (3.2), and the performance (accuracy, classification error, 

classification loss, and run-time) of each classifier is calculated in section (3.3). 

 

3.1. Database 
 
The process of comparing three algorithms implemented on a set of signature images from the 

(UTSig) dataset. As illustrated in Figure (5), this dataset has "(115) classes containing: (27) 

authentic signatures; (3) opposite-hand forgeries, (36) easy forgeries, and (6) skill forgeries." 

Each lesson is assigned to a single actual person. UTSig contains (8280) photos taken from 
undergraduate and graduate students at the University of Tehran and Sharif University of 

Technology, where signatures images were scanned at 600 dpi and saved as 8-bit Tiff files" [7, 

p1]. 
 

In this paper, a total of (2475) signature images were chosen to  train  the  set,  and (660) 

signature images  were  chosen  to  test  our  classification algorithms. 
 

 
 

Figure 5. Forger and Genuine signature examples from UTSig dataset. 

 

3.2. Experimental Setup 
 
Features were extracted from a pre-trained CNN and then classified in original forgeries through 

three classifiers, SVM, KNN and NB. In the first model, CNN was trained via a set of signatures 

for (75) persons, where each person has 33 signatures which include 27 genuine and 6 forgeries 
were used, the pre-trained CNN used AlexNet for features extraction process, where AlexNet 
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uses layers property that comprises of 25 layers. There are 8 layers for learnable weights, 5 
convolutional layers and 3 fully connected layers. Fig. 5 shows the details of all the layers of 

AlexNet. 

 

 Table I shows the experimental results using (ROC) by calculating the area under the curve for 
the estimated values of X and Y. Also, calculate the run-time for each classifier. We discovered 

that KNN performed better than other classifier algorithms, which include SVM and NB 

according to ROC values, where the NB classifier run-time was better than other classifier 
algorithms. 

 
Table 1.  Run-Time and AUC values for each classifier 

 
 

Indicators 

Algorithms 

SVM KNN NB 

Run-Time 70.1 1.89 1.52 

AUC 0.998 0.999 0.782 

 
Figure. 6 showed the ROC values for each classifier, where KNN produces better ROC values for 

higher thresholds, SVM is also got good ROD values and almost equal to KNN values. While the 

ROC curve for naive Bayes is often lowers than the other two ROC curves, this suggests that the 
other two classifier algorithms perform better in-sample. 

 

 
 

Figure 5.  Shows the details of all the layers of AlexNet 
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Figure 6.  Receiver operating characteristic (ROC) curve 

 

3.3. Efficiency 
 

The efficiency was taken regarding run time, classification error, classification loss and accuracy 

measurements for each classifier on 660 images sequentially. 

 
Table 2.  Shows all measures for each classification algorithms 

 
 

Indicators 

Algorithms 

SVM KNN NB 

Run-Time 0.13 0.77 0.18 

Classification Error 0.24 0.24 0.29 

Classification Loss 0.01 0.01 0.26 

Accuracy 76.21 76.21 71.36 

 

Data in the above table showed that for the run time we can note that the best run time was for 
SVM classifier. Following by NB classifier, and finally KNN classifier, while for classification 

error we note that, SVM and KNN misclassifies approximately (24%) of the test sample, while 

NB misclassifies approximately (29%) of the test sample. Besides that, classification loss values 
indicated that, SVM and KNN classifiers have better value (0.01) than NB classifier (0.26), 

finally the accuracy value for both classifier SVM and KNN achieved (76.21) which better than 

the accuracy value for NB classifier. 

 

4. CONCLUSION AND FUTURE WORK 
 

The performance of the SVM, KNN, and NB classification algorithms was compared on a set of 

signature images from the (UTISG) dataset in this study. The run time, classification error, 
classification loss, and accuracy metrics for each algorithm were calculated. The three 
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approaches mentioned here are widely used classification algorithms, with processing complexity 
and accuracy being the most essential considerations when choosing a better classification 

strategy. 

 

The training set consists of (2475) signature images, which are compared using a pre-trained 
CNN for feature extraction, followed by the results being trained using three classifiers: SVM, 

KNN, and NB. The run time, classification error, classification loss, and accuracy measurements 

for each method were then calculated in order to determine which algorithm was the best.  
 

The best run time was for the SVM classifier, followed by the NB classifier, and finally, the 

KNN classifier, while for classification error, the SVM and KNN classifiers received the same 
misclassifies nearly and were better than the NB misclassifies approximately. Furthermore, SVM 

and KNN classifiers had the same classification loss values as the NB classifier and are better 

than it. Finally, the accuracy values for both SVM and KNN classifiers were the same and better 

than the accuracy value for the NB classifier. 
 

For future work other classification algorithms will be test with the same and different dataset, 

also using full deep learning system for both phases (extract features and classification) will help 
in build an accurate signature verification system. 
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