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ABSTRACT 
 
Encryption modes affect the security of block ciphers. This paper proposes a new approach for identifying 

encryption modes based on machine learning and feature engineering. In the conditions of random keys 

and initialization vectors, five encryption modes are used for identification. Each mode is encrypted by 

several block ciphers. By comparing with previous work, we have overcome the shortcomings and 

improved the accuracy of identification by about 30% to 40%. The experiments improve the existing results 
and can effectively help cryptanalysts recover the keys. 
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1. INTRODUCTION 
 

Cryptography is broadly used in privacy protection and communication security with the 

development of computer techniques. It is the main target to recover the keys as well as obtain 
the plaintext for cryptanalysts who acquire the ciphertext through public channels most of the 

time. Therefore, how to infer the keys by using ciphertext is very important in modern 

cryptography [1]. 

 
Block cipher is one of the most popular topics in cryptanalysis nowadays, which has many 

advantages such as efficient encryption and good diffusivity. According to Kerckhoffs’s 

assumption [2], cryptanalysts know the cryptography algorithms and the implementation details. 
For block ciphers, it is equal to say that cryptanalysts ought to know the species of algorithms 

and the encryption modes to recover the keys. Thus the premise of keys recovery is to identify 

the algorithms and the encryption modes.  
 

Due to the rapid development of artificial intelligence, machine learning has been successfully 

combined with cryptography. The approaches to identify block ciphers from ciphertext have been 

proposed by many scholars based on machine learning. Dileep et al. [3]set up the bag-of-words 
models to identify DES, KASUMI and other algorithms who achieved the accuracy of over 70%. 

Subsequently, Manjula and Chou et al. [4,5] tried to distinguish more algorithms by Support 

Vector Machine(SVM) and decision tree models, which improved the results remarkably. Then, 
Mishra and Mello et al. [6,7] used the PART, C4.5 algorithms to identify the ciphers. The 

identification accuracy reached around 100%. Recently, Sandeep et al. [8] has successfully 
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applied deep learning techniques in identifying the cryptography algorithms such as AES and 
Blowfish.  

 

However, compared with the work above, the research about identifying the encryption modes is 

relatively less to our best knowledge. In 2016, Cheng et.al [9] studied the identification of 
encryption modes of block ciphers and they gave a perfect experiment which effectively 

distinguished the encryption modes in some special conditions. However, there are still several 

problems to be solved according to the previous work. 
 

1. The identification behaved not well in Cheng’s work when keys and the initialization 

vectors were changed.  
2. According to the previous work, the identification of OFB mode and CBC mode were 

relatively unsatisfactory. They did not consider the CTR mode, either.  

3. The methods need to be updated due to the development of deep neural networks and 

ensemble learning. 
 

Thus in this work we propose another creative identification approach to encryption modes of 

block ciphers. The work concentrates on five modes including Electronic Code Book (ECB), 
Cipher Block Chaining (CBC), Cipher Feedback (CFB), Output Feedback (OFB) and Counter 

(CTR). Four machine learning models are set up and the feature program is based on three 

randomness indices published by NIST (The National Institute of Standards and Technology). 
Not only do we solve the problems above, but also improve the identification accuracy further. 

Our accuracy is totally 30% higher than [9]. The block ciphers we select are 3DES, AES-128, 

ARIA, PRESENT, and SIMON-32.  

 
The first section is the introduction. The second section briefly introduces the encryption modes. 

Then we propose our scheme of identification in section 3. The results are shown in section 4. 

The last section is the conclusion.  
 

2. ENCRYPTION MODES  
 

We present a brief introduction of encryption modes and the conditions of our experiments, 

which is convenient to understand our work. Encryption modes of block ciphers illustrate how 
the block ciphers operate in a cryptosystem [10]. There are five modes that are commonly used in 

reality. 

 
Electronic Code Book (ECB). In this mode, the ciphertext is obtained by direct encryption of the 

block cipher to each plaintext block. Therefore, ECB mode is deterministic and not safe to some 

extent.  

 
Cipher Block Chaining(CBC). A uniform initialization vector(IV) should be chosen to use this 

mode first. Ciphertext blocks are generated by applying the block cipher to the XOR of the 

current plaintext block and the previous ciphertext block. 
 

Cipher Feedback(CFB). Like Cipher Block Chaining (CBC), CFB mode also makes use of an 

initialization vector (IV) in the blocks. CFB uses a block cipher as a component of a different or 
random number generator. The previous ciphertext block is encrypted and the output is XORed 

with the current plaintext to create the current ciphertext block. 

  

Output Feedback(OFB). Output Feedback generates a pseudorandom stream by encrypting the 
initialization vector (IV). Each block of the plaintext is encrypted by XORing it with the 

appropriate block of the stream. 
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Counter(CTR). To use CTR mode, a uniform value  n

ctr 1,0  is first chosen. Then a 

pseudorandom stream is generated by encrypting the block (ctr + i) mod 2, which i are viewed as 
integers.  

 

To guarantee the safety of encryption, the cryptosystem often changes the keys and the IVs of 
CBC, CFB, and OFB modes in reality. Therefore we use random keys and initialization 

vectors(IVs) to encrypt in this work, which is huge progress compared with Cheng’s work.  

 

3. FUNDAMENTALS FOR ENCRYPTION MODES IDENTIFICATION 
 
The experiments aim to identify five encryption modes of block ciphers using random keys and 

IVs. The ciphertext is encrypted by 3DES, AES-128, ARIA, PRESENT, and SIMON-32. Based 

on machine learning and neural networks, we construct an identification system including feature 
program and recognition models.  

 

3.1. Design for the model 
 

Figure 1 shows that the identification system mainly consists of three parts, which are obtaining 

the original datasets, feature program, and classification models. The whole process is composed 
of the training stage and testing stage. The output of the recognition models is expressed by the 

rate of precision, recall and accuracy.  

  

 
 

Figure 1.  Model of Identification 

 

In our experiments, five block ciphers are encrypted by random keys to get the ciphertexts and 

each cipher is encrypted in five modes. They are shown in Table 1. 
 

Table 1.  The block ciphers used for encryption.  

 
Algorithm Block length Structure 

3DES 56 bits Feistel 

AES-128 128 bits SPN 

ARIA-128 128 bits SPN 

PRESENT 64 bits SPN (Lightweight) 

SIMON-32 32 bits Feistel (Lightweight) 
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3.2. Feature Engineering 
 

The ciphertext seems diffused and random, especially when the keys and IVs are unfixed. Feature 

indices can help find out the characters of the data and help the machine learning models work 
better. Considering the previous work, many scholars used ASCII codes or bit segments as the 

feature indices, while we select three statistical indices published by NIST [15]. They are as 

follows. 
 

Binary Matrix Rank index. The index calculates the ranks of the sub-matrices of the cipher 

sequence.  

 
Runs index. The index collects the sum of each length of run in the sequence. A run of length k 

consists of exactly k identical bits and is bounded before and after with a bit of opposite value. 

  
Serial index. The index gets the sum of all sub-sequences of the cipher sequence. A sequence of 

length m has 2m sub-sequence. If there is no such sub-sequence, note it with 0.  

 
After encryption, each ciphertext’s sequence extracts such three feature indices to make up one 

feature vector. We save the vectors as the feature files and input them into machine learning 

models. 

 

3.3. Machine Learning Models  
 
The encryption modes identification is mainly based on machine learning. Machine learning is 

specifically applied in classification or regression, which has been well applied in cryptography.  

 

Random forest. Random forest is based on the bootstrap resampling technique to extract n 
samples from the original dataset N. It consists of multi-layers of decision trees which classify the 

data in order [16]. 

 
Fully connected neural network. The network has the input layer, hidden layers and output layer. 

Such a network connects each neuron between each two successive layers [17]. 

 

Feed forward neural network. Such a network has no feedback during the training stage, while 
the network’s structure is similar to deep neural network [18].  

 

One dimensional Convolutional neural network The network consists of four parts named 
Convolutional layer, Rectified Linear Units layer, Pooling layer and Fully-Connected layer. We 

revise the input layer for one dimension to fit the format of our feature vectors [19].  

 

4. EXPERIMENTS AND RESULTS  

 
In the experiments we use the Open American National Corpus as the data source of plaintext 

[20]. The size of plaintext is around 1 GB. Then the plaintext files are divided into 1000 parts, 

which are about 1.1 MB. We encrypt them with five algorithms in five encryption modes to get 
the ciphertext. The keys and the IVs are changed in each time of encryption. 

 

Subsequently, we extract the three feature indices of the pieces of ciphertext. Combine all of 
them to form the numerical vectors and save them as feature files. Each file is about 750 KB with 

2600 feature vectors or so. Attach each vector with the corresponding labels. We use 0 to 4 to 

represent the five modes. 
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Input the feature files into four classification models. Split the datasets into training sets, testing 
sets and validation sets with the ratio of 4:3:3. Collect the results of each model. 

 

4.1. Results 
 

The results of the classifier are expressed by accuracy, precision and recall[21]. TP (True Positive) 

represents the number of right examples which are sentenced to right ones. TN (True Negative) 
represents the number of right examples which are sentenced to wrong ones. FP (False Positive) 

represents the number of wrong examples which are sentenced to right ones and FN (False 

Negative) represents the number of wrong examples which are sentenced to wrong ones. Hence 

accuracy means the ratio of all samples which are correctly sentenced in the entire dataset. 
 

                                                    
TNFPFNTP

TNTP
accuracy




                                                  (1) 

 
Precision means the ratio of TP in the samples sentenced to be right. 

 

                                                              
FPTP

TP
precision


                                                          (2) 

 

Recall refers to the proportion of TP in the whole right samples. 

 

                                                                  
FNTP

TP
recall


                                                           (3) 

 

The results of four machine learning models are shown in Table 2 to Table 13 as follows.  

 
Table 2. The precision of random forest.  

 
Algorithm(Label) ECB CBC CFB OFB CTR 

3DES(0) 82% 76% 68% 71% 75% 

AES-128(1) 86% 69% 75% 64% 82% 

ARIA-128(2) 75% 75% 69% 65% 77% 

PRESENT(3) 81% 79% 70% 69% 80% 

SIMON-32(4) 82% 70% 76% 74% 73% 

 
Table 3. The recall of random forest.  

 
Algorithm(Label) ECB CBC CFB OFB CTR 

3DES(0) 68% 49% 41% 51% 40% 

AES-128(1) 54% 42% 50% 39% 59% 

ARIA-128(2) 66% 44% 48% 42% 55% 

PRESENT(3) 59% 51% 49% 47% 60% 

SIMON-32(4) 62% 40% 55% 50% 63% 
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Table 4. The accuracy of random forest.  

 
Algorithm(Label) ECB CBC CFB OFB CTR 

3DES(0) 80.33% 77.35% 79.51% 74.22% 69.74% 

AES-128(1) 83.81% 68.84% 78.52% 52.58% 86.57% 

ARIA-128(2) 79.23% 74.06% 80.48% 66.23% 78.95% 

PRESENT(3) 78.65% 75.68% 75.13% 60.62% 70.46% 

SIMON-32(4) 80.10% 71.29% 81.23% 75.77% 68.13% 

 

Table 2, Table 3 and Table 4 show the properties of random forest model. The precise of each 

mode of different ciphers ranges from 60% to around 85%, while the recall is between about 40% 
and 70%. The accuracy of each mode is higher than the average 20%. The results indicate that the 

random forest can effectively identify different encryption modes in a more strict situation. 

 
Table 5. The precision of fully connected neural network.  

 
Algorithm(Label) ECB CBC CFB OFB CTR 

3DES(0) 81% 74% 77% 80% 75% 

AES-128(1) 83% 78% 79% 82% 76% 

ARIA-128(2) 76% 70% 68% 75% 70% 

PRESENT(3) 85% 71% 70% 73% 70% 

SIMON-32(4) 84% 81% 75% 72% 72% 

 
Table 6. The recall of fully connected neural network.  

 
Algorithm(Label) ECB CBC CFB OFB CTR 

3DES(0) 69% 59% 47% 58% 56% 

AES-128(1) 64% 55% 67% 61% 58% 

ARIA-128(2) 51% 47% 60% 55% 49% 

PRESENT(3) 65% 62% 59% 68% 55% 

SIMON-32(4) 66% 52% 58% 60% 63% 

 

Table 7. The accuracy of fully connected neural network.  

 
Algorithm(Label) ECB CBC CFB OFB CTR 

3DES(0) 84.24% 74.62% 77.1% 83.24% 80.55% 

AES-128(1) 82.05% 85.69% 77.4% 81.18% 82.03% 

ARIA-128(2) 70.25% 75.01% 79.24% 65.45% 59.62% 

PRESENT(3) 81.42% 79.24% 82.00% 76.32% 70.15% 

SIMON-32(4) 86.37% 72.85% 75.66% 70.27% 83.43% 

 

According to Table 5 to Table 7, the fully connected neural network behaves better than random 

forest. The precision is totally higher than 70% and the recall is also over 50%. The model’s 
accuracy keeps more stable which the gap between the highest and the lowest accuracy is around 

10% in each cipher.  

 
Table 8. The precision of feed forward neural network.  

 
Algorithm(Label) ECB CBC CFB OFB CTR 

3DES(0) 80% 72% 75% 81% 85% 

AES-128(1) 85% 81% 82% 71% 79% 

ARIA-128(2) 74% 71% 75% 69% 70% 

PRESENT(3) 83% 77% 79% 81% 80% 

SIMON-32(4) 80% 82% 85% 72% 76% 
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Table 9. The recall of feed forward neural network. 

 
Algorithm(Label) ECB CBC CFB OFB CTR 

3DES(0) 65% 66% 61% 62% 66% 

AES-128(1) 72% 59% 64% 60% 62% 

ARIA-128(2) 64% 64% 60% 59% 62% 

PRESENT(3) 68% 62% 67% 58% 74% 

SIMON-32(4) 70% 63% 62% 61% 61% 

 
Table 10. The accuracy of feedforward neural network.  

 
Algorithm(Label) ECB CBC CFB OFB CTR 

3DES(0) 83.52% 81.72% 76.63% 82.57% 81.91% 

AES-128(1) 86.42% 75.15% 79.42% 77.28% 80.40% 

ARIA-128(2) 81.63% 61.21% 66.56% 59.19% 75.05% 

PRESENT(3) 85.67% 74.36% 73.14% 83.32% 70.21% 

SIMON-32(4) 88.13% 79.45% 80.34% 73.58% 78.67% 

 
Feed forward neural network improves the precision further. Most of the encryption modes in 

different ciphers have the precision of over 70% while the recall ranges from 45% to 80%. In 

addition, the accuracy is mainly between 75% and 85% which is higher compared with the fully 

connected neural network.  
 

Table 11. The precision of one dimensional convolutional neural network.  

 
Algorithm(Label) ECB CBC CFB OFB CTR 

3DES(0) 85% 77% 75% 62% 66% 

AES-128(1) 83% 71% 74% 70% 76% 

ARIA-128(2) 74% 81% 73% 69% 78% 

PRESENT(3) 87% 78% 72% 75% 70% 

SIMON-32(4) 84% 72% 76% 71% 73% 

 
Table 12. The recall of one dimensional convolutional neural network.  

 
Algorithm(Label) ECB CBC CFB OFB CTR 

3DES(0) 71% 63% 59% 64% 60% 

AES-128(1) 70% 66% 62% 61% 73% 

ARIA-128(2) 55% 61% 52% 60% 70% 

PRESENT(3) 70% 68% 71% 65% 72% 

SIMON-32(4) 72% 62% 56% 61% 69% 

 
Table 13. The accuracy of one dimensional convolutional neural network.  

 
Algorithm(Label) ECB CBC CFB OFB CTR 

3DES(0) 79.18% 75.74% 76.46% 70.12% 72.34% 

AES-128(1) 77.46% 68.26% 72.23% 65.85% 78.84% 

ARIA-128(2) 60.34% 62.75% 58.49% 66.50% 70.03% 

PRESENT(3) 80.82% 71.37% 77.17% 70.25% 74.34% 

SIMON-32(4) 83.10% 66.42% 60.78% 67.94% 72.72% 

 

One dimensional convolutional neural network is less effective compared with other neural 

networks. Though the precision is mostly higher than 70%, the recall is relatively much lower 

than other networks. The accuracy decreases to 60% and 80%, which is slightly lower than other 
models.  
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4.2. Discussion 
 

Based on the results above, the identification scheme we proposed is verified to be effective and 

valuable. The classification models can identify the ECB mode better than other modes while 
OFB and CFB modes are worse. The reason why ECB mode’s accuracy is higher may be the low 

security of ECB mode. It is possible to be distinguished easily.  

 
In addition, the algorithms used for encryption can also influence the results of identification. The 

precision and recall of ARIA-128 and AES-128 are totally lower than the accuracy of PRESENT 

and SIMON-32. PRESENT and SIMON-32 belong to the lightweight block ciphers and the 

structures are simple. This may lead to the high accuracy.  
 

According to the analysis, we suggest that people should use more complex and safer ciphers 

with the encryption modes except for ECB. Figure 2 shows that our work has remarkably 
enhanced the accuracy of the identification models compared with the previous work. The 

accuracy of each encryption mode is higher than 80%, which is higher than Cheng’s work for 

around 30% to 40%. We deduce that the reason may be the feature indices we choose. The three 
statistical indices extract more information from the ciphertext than the traditional ways. 
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Figure 2. The comparison of identification accuracy. 

 

5. CONCLUSIONS 
 
It is necessary to improve the previous work on encryption modes identification. Cryptanalysts 

should be aware of block ciphers as well as the encryption modes if they tend to recover the keys 

from the ciphertext [22]. Our work helps them identify the encryption modes in the conditions of 

random keys and initialization vectors(IVs) to make the keys recovery more effectively. The 
accuracy of each encryption mode is enhanced by about 30%. We will apply such technique to 

more general situations in cryptography and attempt to identify more cryptographic objects or 

modes efficiently.  
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APPENDIX 
 

The main code and data for this paper is available at 

https://github.com/xrq2590/Encryption-modesidentification. 
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