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ABSTRACT 
 

We obtain the optimum weight function of phonetic soliton paths in Weyl fermion sea described by 

quaternions sitting on (3+1) D lattices. As in the previous work [5] using the Elman Recurrent Neural 
Network (ERNN) the action of solitonic phonons are derived from the fixed point action prepared for the 

quantum Chromodynamics (QCD) by DeGrand et al.[20]. We consider 7 paths in (3+1) D space with 

length less than or equal to 8 lattice units. Comparison of ERNN and the Echo State Network (ESN) are 

given. The ESN using tanh function for the nonlinear function give stable results as the simulation cycle 

number increases. 
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1. INTRODUCTION 
 

In order to predict real-valued time series, the Recurrent Neural Network (RNN) is an efficient 

method [1,2].  
 

Bianchi et al. [3,4] showed that the Elman RNN (ERNN) and the Echo state Network (ESN) are 

promising. In [5], we applied the ERNN to the solitonic phonon propagation in materials in (3+1) 
D lattice simulation. 

 

The ERNN has the input x[t] ∈ R^Ni where Ni is the dimension of the input vector, and bias 

vector b_i∈ R^Nh where Nh is the number of nodes in the hidden layer.  

 
The hidden state vector at time t becomes 
 

 
 

where Wih is the input weight matrix, Whh^(t) are Whh filtered by setting matrix elements 

equal to 0, when there is no channel mixing. 

 

The output at time t is y[t] ∈ R^No is defined with a bias vector bo as 
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An ESN consists of a large, sparsely connected untrained recurrent layer of nonlinear units and a 

linear, memory-less read-out layer which is trained. The scheme is shown in Fig.1.  
 

  
 

Figure 1.  The standard scheme of ESN. The circles represent input x, state h and output y, respectively. 
Solid squares W_ro, W_io are the fixed matrices of the readout, while dashed squares W_rr, W_or and 

W_ir are randomly initialized and trainable matrices. NL means the nonlinear operation (logistic sigmoid 

or tanh function) and z-1 is the unit delay operator. 

 

In our case W_ro is obtained from the that of ERNN analysis, in which the path L21' and the path 
L22' exists. We take the average of L21 and L21', the average of L22 and L22' in Wro and reduce 

the dimension of the base from 9 to 7. The weight matrix Wio is chosen to be Wir, W_ro, where 

Wir is chosen as a random 4 x 7 matrix, which is trained by the optimization. 

 
The update of the vector in reservoir h[t] and y[t] are respectively 

 

 
 

where ε is a small noise term, f and g are logistic or tanh functions. 

 

The imput signal x[t] produces the output y[t]. The vector h[t] describes the instantaneous state. 

The matrix of reservoir Wrr is required to satisfy the spectral radius ρ(Wrr) <1 by rescaling. 
From x [t], one can calculate h[t], and construct a matrix S ∈ R^[Ttr×(Ni+Nr)] . 
 

The training sequence is taken as 

 

 
 
where Ttr is the length of the training sequences, y* is the desired output. 

 

The states are stacked in a matrix 
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is the desired output. 

 

In order to get the desired output y*, 
 

 
 

is needed be solved. Where W=[Wio, Wro]^T, λ2∈ R^+ is the L2 regularization factor. 

When W is fixed, a solution is expressed as 

 

 
 
In our case, Wio depends on 4 x 7 matrix Wir, and we adopt another method for minimizing  

 

 
 
The structure of this work is as follows. In section.2 we present our model of ESN. 
 

In section 3 we present numerical results of Monte Carlo (MC) simulation. Conclusion and 

outlook are given in section 4. 
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2. ESN FOR THE LATTICE MONTE CARLO SIMULATION 
 
In [5] we analyzed the propagation of solitonic phonon in Weyl fermion sea which is described 

by biquaternions sitting on the (3+1) D lattice. The model was an extension of analyses of the 

(2+1) D lattice, in which description by quaternions obeying the Clifford algebra was possible 

[6,7]. 
 

Recently, application of quaternions in engineering and physics has been intensively discussed 

[8,9,10,11,12]. Since applications of Non Destructive Testing (NDT) using ultrasonic wave, the 
time reversal symmetry based nonlinear elastic wave spectroscopy (TR-NEWS) [13,14,15,16,17] 

are attracting attentions [18], it is important to establish the method of analysis. 

 
In Clifford algebra, the mapping j : R3,1-> M2(H) proposed by Garling[19] is 

 

 
 

where a_i, b_i, c_i, d_i (i=1,2) are real.  
 

In Quantum Chromo Dynamics (QCD) lattice simulation [20], 28 closed paths of the length less 

than or equal to 8 lattice units were considered. There are 3 types: 

 

1）A type: path on a 2D plane spanned by e_1, e_2 

2) B type: path in a 3D space spanned by e_1, e_2 and e_3=e_1Λe_2. 

3) C type: path in a 4D space spanned by e_1, e_2, e_3 and e_0 

 

There are 7 A-type, 13 B-type and 7 C-type paths neglecting the rectangular path rotating twice. 
In biquaternion bases, the C- type paths contain 2 paths that go and return along the time 

direction e0, which are taken into account by the Wir matrices. 

 
In [6], we considered 7 paths in (3+1) D that contain hysteresis effects [21] following the ERNN 

method [4]. In this work, we adopt the ESN method to detect hysteresis effects.  

 

The C-type paths of 16 steps are summarized in Table 1 and Table 2. In quaternion basis 
 

     

 

we take the  x=x e_1, y=y e_2, z=z e_3, where q_i, x, y, z ∈R. 

Biquaternions are e_i e_j, i,j∈{0,1,2,3}, and when i,j ∈{1,2,3}, e_i e_j=ε^{ijk}e_k.  

ε^{123}=-ε^{213}=1, ε^{312}=-ε^{132}=1 and ε^{231}=-ε^{321}=1.  

 

In the Table 1 and 2, the biquaternion basis ei ej are denoted as ij, directions of the wave front 
along the path are x,y,z,t.   

 

Backward propagations are -x, -y, -z, -t. 
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The 8 steps of L19, …, 25 are shown in [22]. The 16 steps of these paths are shown in 

Figs.3,4,5,6.  At balls, time shifts occur. We assume same hysteretic effects occur stochastically 

in the balls. 

 
The path of L19, L21, L22 differ by the points where time shifts occur. We selected the time shift 

of L19 to be 24 and consider 14 and 24 for L21 and L22, Similarly the time shift of L20 was 

fixed to be 24.  
 

In the present work, the time shifts are considered in Wrr matrices. 

 

3. OPTIMIZATION OF THE WEIGHT FUNCTION BY ESN 
 
Since the paths of L19, L20, L21, L22, L23, L24, L25 on the (3+1) D lattice are fixed [20], x[t] 

for the seven paths can be fixed, when the 2D plane of the initial path is selected. Although x[t] 

runs in the 4D space, Wir x[t] is a 7dimensional vector defined on the path at time t. 
 

The output y[t] in the ERNN is known for t=4,5,9,10,11,12, and we use the six values for y*.  
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We prepare random matrices 

 

1) Wro: 7 x 6 matrix, Matrix elements are fixed from ERNN inputs. 

2) Wio: 4 x 6 matrix. Matrix elements are fixed from Wro and Wir. 

3) Wir:  4 x 7 matrix.  Matrix elements are subject to be trained. 

4)   Wor :６ x 7 matrix. Matrix elements are subject to be trained. 

5) Wrr^(t) 7 x 7 matrix. Matrix elements are subject to be trained. Mixing of paths at 

t=4,7,8,12,15,16 have specific filters. 

 

By the criterion that at t=4,7,8,12,15,16, the paths which don't have the time shift are not 

disturbed, we multiply a filter to Wrr such that non disturbed matrix elements are set to 0. The 

interactions between reservoirs at these times are given in the following form. 
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The low and the column are in the order L19, L20, L21, L22, L23, L24, L25 and * indicate time 
shifts in the own path occur or time shifts that cause mixing of paths occur.  

 

We prepare 40 random vectors for t=4: h[4]=f(Wir x[4])=( h1[4], h2[4],…,h7[4]) corresponding 
to L19,L20,…, L25. Here f is the sigmoid function or tanh function.  

 

The x[4]=(x1[4],x2[4],x3[4],x4[4]), where Wir(x1[4],x2[4],x3[4],x4[4]) is the seven dimentional 

vector given by the fixed point action of DeGrand et al.[20]. The matrix Wio is normalized such 
that  

 

 
 

We define the loss function L=Sro^2, where Sro=Wro h-y*. In the calculation of h[t], we choose 
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The weight matrix of reservoirs Wrr^(t) can also be trained to yield proper outputs. We assume 
that the matrix element of Wrr^(t), denoted as Wm,n^(t) is not 0, when the direction of the path m: 

e_i e_4 and that of n : e_j e_4 coincide. At t=4,7,8,12,15 and 16, there are time shift points 

between different paths. Time shifts occur with biquaternion base 14,24 or 34, and when the shift 

of different paths have the same biquaternion base, we assume that mixings of paths occur and 
the matrix element differs from 0.  

 

Optimiztion steps for Wrr are done by modifying the Wrr^(t) of t=4,7,8,12,15,16 as follows. The 
sigmoid function 

 

 
 

has the range (0,1] and its derivative with respect to Wrr^(t) as 

 

 
 

The tanh function tanh(-Wrr^(t)h[t]-Wir x[t+1]-Wor y[t]) has the range [-1,1] and the derivative 
with respect to Wrr^(t) is  

 

 
 

Wrr^(t) is modified to 

 

 
 

The optimization of Wrr and the state vector h[t] are as follows. 
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The cycle from the state vector h[4] to the h[3] continues until optimized Wir, Wrr, Wor are 
found. 

 

 
 



International Journal on Soft Computing (IJSC) Vol.15, No.3, August 2024 

49 

As in the case of (2+1) D, we optimize the weight function of 7 paths (L19, L20, L21, L22, L23, 
L24, L25) in (3+1) D that minimize the loss  

 

 
 

       
We adopt a cylindrical lattice model, such that 7 paths start from the origin of a space and returns 

to the origin. The total action becomes 0 when the path returns to the origin. Therefore, at t=8 and 
t=16, Wir x[t] become 0 at these epochs. 

 

We are considering paths in momentum space, the Fourier transform of the path in the position 
space. In the calculation of x[t] we consider the projection space RP^4 which means that we 

optimize the scale of the 4D vectors. 

 

In the ERNN analysis, we observed that time shift of paths L21 and L22 can have base 14 or 24, 
and we distinguished the two by L21, L21' and L22, L22', and considered 9 paths. 

 

4. MC SIMULATION RESULTS 
 
We performed a test run of ESN of 10 cycles or 160 t, with and without dropping Wio x[8] and 

Wio x[16] and checked that they are indeed 0. The output y[t], which is 7dimensional vector, and 

t runs from t=4, …, 16, 1, 2, 3 modulus 16. We want to obtain weights of 7 bases for reproducing 

the 6 outputs y[t] corresponding to t=4, 5, 9, 10,11,12, which are used in the ERNN. In this test 
run, we take y*[6]=y*[5](2/3),  y*[7]= y*[5] (1/3),  y*[8]=0,  y*[13]=y*[12](3/4),  

y*[14]=y*[12](1/2).  y*:[15]= y*[12](1/4),  y*[16]=0, y*[1]=y*[4](1/4), y*[2]=y*[4](1/2), 

y*[3] =y*[4](3/4). 
 

4.1. Sigmoid Function 
 
At t=8 and t=16, the random walk of the path returns to the original in the momentum space, and 

the outputs are produced by biases. Therefore, we omit presentation of deviations at these t. 

The figure indicates that at t=8, the path L19 has large deviation, while at t=7, the path L25 has a 
large deviation. 
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We observe that the deviations of || y[t]-y*[t]||^2 are reduced in higher cycles, but reduction is 

slow. 
 

The state vector h[t] is largest at t=8, but the standard deviations of h[t] are large for all t in the 

simulation using 40 samples. In order to perform the optimization effectively, it is necessary to 

increase the size of samples or reduce the parameter η. We took η=0.01 in general and 0.000001 

for sigmoid function. The behaviors of h[t]+bh of t=8 and t=16 are defined by bh. 

 
The deviation and the mean values of state vector h[t] are shown in Figure 8 and Figure 9, 

respectively. 

 

 
 

We observe that h[8] and h[16] behave opposite trends as the number of path decrease or increase 

at small steps. 

 
However as the steps increase the averages approach h[8]=h[16]=0.5. 

 

With η=0.01, effects of bias bh become small as the steps increase. We trained Wrr at epochs 

4,7,8,12,15 and 16, where mixings of paths occur.  

 

The slow convergence motivated training of the Wrr^(t) matrices at t=4,7,8,12,15 and 16. We 
modified Wrr^(t) of other epochs, but the deviation and standard deviations of h[t] remained 

large. 

 
When cycle number increases the deviation of t=4,7,15 do not vary much, but t=8 and t=16 

become closer and larger. yi[8] and yi[16] (i=1,…, 7) concentrate either nearly 1 or nearly 0. 
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4.2. Tanh Function 
 

Since the deviation calculated by sigmoid functions remaind large, we tried to use tanh function 
for the nonlinear function as used in the Long Short Term Memory (LSTM) cells method [2]. 

 
The deviations using the tanh function are much reduced from those obtained by the sigmoid 

function. However, near t=9 and t=16, large deviation appears. It is due to the fact that at t=8 and 
t=16, the random walk returns to the original position, and y*[t] is taken to be zero. The good 

property of this method is that from 3000steps to 4000stes, the weight is stable. 

 
The obtained y[9] and y[16] indicates that y*[8]= y*[16]=0 derived from the action of paths 

returning to the original in 3D space is inappropriate. One should consider paths that starts in the 

y-z plane and z-x plane. In other words, origin of large constant deviations 
 

 
 

near t=8 and t=16 are known. One could consider making an average of the three initial 

conditions for y[t]. 
 

 
 

5. CONCLUSIONS AND OUTLOOK 
 

We showed that the weight function of paths defined by the fixed point action can be optimized 

by the ESN using the tanh function for expressing the nonlinearity.  

 
The optimal weight function of the C-type fixed point actions which contain hysteresis effect can 

be simulated by using the biquaternion basis. We observed stability of the action on the output 
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layer produced from the reservoirs. A main difference from the ERNN in our application is that 
there exists output from the reservoir and mixing among reservoir Wrr exist in ENS, while in 

ERNN, in our application output from additional 2 inputs exist and no direct output from the 

hidden layer. ERNN in general contains outputs from hidden layers, but in our ERNN, outputs 

have direct connection with values in the input layers. The ESN has more freedom of 
incorporating hysteresis effects. 

 

For establishing our methods, comparison between experiments and ESN simulation results in 
lower dimensional system would be useful. Our method can be used for a comparison of data of 

TR-NEWS experiment in (2+1) D using quaternion bases which are Clifford algebra bases. 

 
We analyzed (3+1) D ultrasonic wave propagation with hysteresis effects using biquaternions. 

Quaternion and biquaternion basis model can be used not only for NDT, but also for QCD lattice 

simulations.  

 
Adler [23,24,25] used quaternions in generalized quantum dynmics, and in operator gauge 

invariant quaternionic field theory. Adler considered the total trace lagrangean and hamiltonian 

dynamics and asked, "Given two scalar or fermion quaternionic operator fields, is there a 
criterion for determining whether they are related by a bi-unitary operator gauge 

transformation?"[25]. 

 
Our systems are not related by a gauge transformation but related by a different choice of bases. 

 

In signal processing, generalization of Fourier transform, Laplace transform, etc. which is called 

the linear canonical transformation (LCT) is utilized.   Its extension to quaternion Fourier 
Transform and discussion on Heisenberg's uncertainty principle are given in [26] and [27]. In 

these works, outputs of quaternion linear time varying system 

 

      
 

are discussed. The ξ  is a vector in R^2, and b represents the time shift. An extension of 

quaternion windowed linear canonical transform (QWLCT) to biquaternion system is left for the 
future. 

 

For getting the optimal solution of these problems, Machine Learning techniques can be applied. 

Nonlinearity and hysteresis could be explored in these bases. As shown in [17], the technique is 
applicable for an extension of dental investigation, as an example, which is restricted at present in 

(2+1) D system to (3+1) D system. The damaged position can be detected in the 3D space if 

receivers and transducers of TR waves are distributed in the 3D space and signals traveling to all 
directions can be detected. 
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