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ABSTRACT 
 

Determining risky software projects early is a very important factor for project success. In this study it is 

aimed to choose the most correctly resulting modelling method that will be useful for early prediction of 

risky software projects to help companies to avoid losing time and money on unsuccessful projects and also 

facing legal requirements because of not being able to fullfill their responsibilites to their customers While 
making the research for this subject, it is seen that in previous researches, usually traditional modelling 

techniques were preferred. But it is observed that these methods were mostly resulted with high 

misclassification ratio. To overcome this problem, this study proposes a three-layered neural network (NN) 

architecture with a backpropagation algorithm. NN architecture was trained by using two different data 

sets which were OMRON data set (collected by OMRON) and 2016-2020 ES.LV data set (collected by the 

authors) separately. For the made of this study firstly the most relevant classification method (Gaussian 

Naive Bayes Algorithm) and the most relevant neural network method (Scaled Conjugate Gradient 

Backpropagation Algorithm) was chosen and both data sets were trained by using each method seperately 

for the purpose of observing which type of modelling architecture would give better results. Experimental 

results of this study showed that the neural network approach is useful for predicting whether a project is 

risky or not risky. 

 

KEYWORDS 
 
Software Project Management, Software Risk Management, Software Risk Analysis, Artificial Neural 

Network, Data Analysis 

 

1. INTRODUCTION 
 

1.1. Purpose of the Study 
 
With the development of technology, software projects have become much more important in 

every company. During their work life, it has been observed by the authors that software projects 

in companies do not always result in success and this situation is caused by many different 

factors within the company. In unsuccessful software project processes, the reason for this failure 
is not clearly understood by the employees, and therefore the time spent on projects that are 

almost certain to fail is getting longer. Based on this observation, the authors searched for a 

solution and started to examine previous studies in this field. During the research it is realised 
that a recent industry survey has revealed that software projects can fail due to a variety of 

problems including cost overload, schedule slippage, requirement misunderstandings, and client 

dissatisfaction. [1] These software projects aim to satisfy various needs. But unfortunately, not 

every project ends up with success and not foreseeing failure may cost companies lots of 
financial problems. Also losing time on an unsuccessful project is not only bad for the time and 

money but also may force companies to face some legal requirements because of not being able 

to complete their responsibilities to their customers. This fact highlights the need for early 
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identification of risky projects to enable the planning of essential risk management activities and 
resources during their implementation. A relevant study which focuses on the problem solution 

by using Bayesian Classification was examined. [3] It is observed that the success ratio of 

prediction is 82.5%. In this information and technology era, it is wondered how this success ratio 

could be improved. [2] In this study creating a system by using neural network model to find a 
solution to this problem is aimed. 

 

1.2. Content of the Study 
 

This study contains two different data sets (created by asking same questions to groups of people 

who are from different geographies, working in different companies, different positions and 
sectors, on different years but it was common that all of them were working in sofware projects 

in corporate companies). Also, in the made of study it is decided to use the most relevant 

classification method (Gaussian Naive Bayes Algorithm) [7,8] and the most relevant neural 
network method (Scaled Conjugate Gradient Backpropagation Algorithm). [9] Both of these 

methods are applied to both data sets separately. 

 

1.3. Process of the Study 
 

Steps that are followed while doing this study can be seen on Figure 1: 
 

 
 

Figure 1. Draft Diagram of How This Study Works 

 

It was decided to use the OMRON data set when starting the project. But those data were 
collected in 1996-1998. So it is decided to give a new direction to our study by creating our own 

data set. While doing this study, programmers who work on software projects (preferably 

computer engineers) in various corporate companies were asked about 22 basic risk factors that 
will determine the success criteria of software projects. Then our questionnaire answers (data) 

were collected and a table was made to see them clear. But this data is raw (not processed). 

Which means these are the results of questionnaire but it requires data cleaning and data 

validation to get rid of incorrect data and to reach actual data which will be worked on. So data 
cleaning and data validation was made and final version of our data set (2016-2020 ES.LV data 

set) was reached. Then answers of these 22 factors was taken as input and results as targets. Then 

%80 data was used for training and %10 of data was used for test and %10 of data was used for 
validation. And back-propagation algorithm was used for training our data. This way a network 

was created. Then the network was tested and a plot of necessary functions were obtained. To 

achieve the goal, first, most relevant classification algorithm and most relevant neural network 
algorithm was chosen. Then different attributes of those methods were changed to see their effect 

on result. (number of neurons on hidden layer, number of data that will be used for training, test, 

validation; which data will be used for training, test, validation etc.) These trials were made for 
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both classification method and neural network method which were chosen. At the end the settings 
that gives best results were chosen and applied. The network architecture included 23 attributes: 

22 risk factors as input layer variables and the status as the output layer variable. Considering the 

studies on hidden layers; a single hidden layer is sufficient for constructing any complex 

problems with the desired accuracy, our network model design has one hidden layer. There are 22 
neurons on hidden layer. The nonlinear transfer function used by the hidden and output layers is a 

sigmoid function. The chosen classification algorithm which was Naive Gaussian Bayes 

Algorithm and the chosen neural network algorithm which was Scaled Conjugate Gradient 
Backpropagation Algorithm (Artificial Neural Network Model) was applied to both of the data 

sets. It is observed that while neural network model’s success ratio on both of the data sets were 

higher then classification method’s success ratio, also different outcomes has been realised such 
as; while Naive Gaussian Bayes Algorithm worked better on Omron’s Data set between two data 

sets, Scaled Conjugate Gradient Backpropagation Algorithm (Neural Network Model) worked 

better on 2016-2020 ES.LV Data set between two data sets. Even though Gaussian Naive Bayes 

is a powerful algorithm for predictive modeling it is observed that Scaled Conjugate Gradient 
Backpropagation Algorithm (Artificial Neural Network Model) is more suitable, effective and 

giving correct results when applied to these data sets.  

 

2. RELATED WORK 
 

According to ISO/IEC 16085 published by The International Organization for Standardization 

(ISO) that focusses on the processes to continuously manage risks during the lifecycle of a 

product, a completed risk management process should consist of seven key activities: “plan and 
implement risk management”; “manage the project risk profile;” “to perform risk analysis;” 

“Perform risk monitoring;” “apply risk therapy;” “evaluate the risk management process”; and 

“technical and management processes”. [25] Many predictive models have been offered to aid 
project managers in managing risky projects in the early phases. For example, Karolak [26] used 

the Bayesian probability tree approach to develop a software engineering risk management 

(SERMI) method that forecasts the risk of software projects. The method suggests a structure 
with 81 risk questions, but no empirical studies or data have been used to inspect or improve its 

performance yet. According to Tiwana et al. [27] explored the importance of six risk factors for 

software projects. They then constructed a multiple linear regression model to obtain a general 

risk score, which was then changed into five given project risk levels (high, moderately high, 
moderate, moderately low, and low). Even though the basis of the model was based on a large 

data set containing 720 projects, the estimation performance of the model could not be achieved 

and the external validity of the extra new projects could not be realized. Mizuno et al. [3] utilized 
a Bayesian classification approach to estimate the risk trend of a software project based on 40 

historical projects at OMRON. The 10-fold cross-validation outcomes showed that seven projects 

were not forecasted correctly, matching to 17.53% inaccuracy. Also, two of the seven 

misclassified projects were risky projects. Takagi et al. [28] utilized the same dataset as Mizuno 
et al. to classify risky projects according to logistic regression. Solely one validation project was 

misclassified. Unluckily, this misclassified project was a risky one. On the other hand, Amasaki 

et al. [29] too applied the OMRON dataset to build a predictive model. Eleven rules were mined 
by the union rule and their minimum confidence was between 0.63 and 0.91. They reached a 

general accuracy of 75% based on 12 specific projects from 2003 to 2004. But three risky 

projects were still erroneously classified as non-risk projects. Three known models from the 
OMRON dataset were developed to construct predictive models for the risky nature of a project. 

Unfortunately, all of these approaches have the same problem that some risky projects are 

considered not risky. For this reason, there is great interest in using NN for the same aim. [2] 
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3. METHODS AND IMPLEMENTATION 
 

3.1. Methods 
 

In this part, methods that are followed while doing this study is explained step by step. 
 

1. Firstly, the methods to be applied in this study were selected from the articles we referenced. 

Two main articles were examined and one method from each was chosen so that comparison 
between those articles could be made. Chosen methods are: Gaussian Naive Bayes Algorithm [3] 

and Scaled Conjugate Gradient Backpropagation [2]. 

2. Then Omron's data set was obtained. [3] 

3. Then it was seen that the data in the Omron data set were collected between 1996-1998 and 
these data alone would not be sufficient for a current study. It is decided to create a questionnaire 

(which contains same questions with Omron's data set) and made sure it reached the relevant 

people and participants were asked to answer those questions based on a software project that 
they participated in any year between 2016-2020. 

4. After that step data cleaning and data validation was made on questionnaire results to reach 

final data which creates our data set which authors prefer to name it 2016-2020 ES.LV Data Set. 

5. Naive Bayes Algorithm (Classification) and Backpropagation Algorithm (Artificial Neural 
Network Model) were applied to both Omron’s data set and 2016-2020 ES.LV data set 

seperately. 

6. Results were examined and comparison between those results were made. 

 

3.2. Implementation 
 

3.2.1. Our First Approach: Classification Method; Gaussian Naive Bayes Algorithm [7, 8] 

 
Firstly, relevant data set is imported. Which means naive gaussian bayes function (trainClassifier( 

) function) takes all of data (including results) as parameters and returns trained model and 

accuracy.  Then this function takes input data set and divides it to predictors and responses and 

makes a table of each one. Predictor table is made to use as input data and response table is made 
to use as result table. Then to train the classifier, function expands the distribution names per 

predictor. Then Gaussian is replaced with Normal when passing to the fitcnb( ) function. Because 

when gaussian bayes function is made, normal distribution is used. [18] Numerical predictors are 
assigned either Gaussian or Kernel distribution [19] and categorical predictors are assigned 

mvmn distribution. Gaussian distribution was used in the made of input and result tables. 

Because a categorical training is aimed; mvmn distribution was used in training. [20] Then the 
result struct was created with predict function. After that the code for five-fold cross-validation 

was made. [21] Then computed validation predictions are computed and finally validation 

accuracy was computed. 

 
 

3.2.2. Proposed Approach: Neural Network Method; Scaled Conjugate Gradient 

Backpropagation Algorithm [9] 

 

Firstly, input and target data sets are imported. Scaled conjugate gradient backpropagation was 

chosen as training function to benefit that this algorithm uses less memory and is suitable in low 

memory situations. Then a pattern recognition network was created. [22] Size of hidden layer 
was set. Network was created by using hidden layer size and training function as parameters. 

Input and output pre/post-processing functions were chosen. Data was divided for training, 

validation, testing. Data was divided randomly. %80 of data set for training, %10 of data set for 
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testing and %10 of data set for validation.  A cross-entropy function was set as performance 
function. [23] Then plot functions were choosen: plotperform, plottrainstate, ploterrhist, 

plotconfusion, plotroc. Then the network was trained with train( ) function. The arguments of 

train function are network, inputs and targets data set. After training, the network was tested. 

Then training, validation and test performances are recalculated and network was reviewed. 
myneuralnetwork( ) function was generated, parameters of this function is inputs and outputs. In 

myneuralnetwork( ) function neural network constants (inputs, layers, dimensions, outputs) has 

been set. Minimum and maximum input processing functions are mapped for normalization. 
Finally, sigmoid positive transfer function [16] and sigmoid symmetric transfer function [17] 

were generated. Figure 2 shows matlab’s visualization on how Neural Network function which is 

used in this study works. [4] 
 

 
 

Figure 2. General Design of Neural Network [4] 

 

P.S.: In the made of project various numbers of neurons on hidden layer and various numbers of 

hidden layer had been tried and comparisons between those results were made to reach the best 
result. This design above shows the most suitable values to use for this study. 

 

The network architecture included 23 attributes: 22 risk factors as input layer variables and the 

status as the output layer variable. Considering the studies on hidden layers; a single hidden layer 
is sufficient for constructing any complex problems with the desired accuracy, our network 

modeldesign has one hidden layer. [2] There are 22 neurons on hidden layer. The nonlinear 

transfer function used by the hidden and output layers is a sigmoid function. 
 

4. FIRST PART OF THE STUDY: COLLECTION AND USAGE OF 2016-2020 

DATA SET 
 

In this study two different data sets were used. The first one of these data sets are collected by the 

authors by an online questionnaire. A questionnaire with multiple choice questions were 
published on google forms [10] on 2020/11/23 and the questionnaire was closed to accession on 

2020/12/15.While doing this study, programmers who work on software projects (preferably 

computer engineers) are asked about 22 basic risk factors that will determine the success criteria 
of software projects and after answering those 22 factors they were asked one final question that 

ask result of the project. They were asked to answer those questions based on a software project 

that they participated in any year between 2016-2020. The questionnaire questions were obtained 

by the study conducted by Mizuno et al. in 2004 [3] In this study it is aimed to determine whether 
there is a risk in the success of projects. 

 

Table 1 shows questions that are asked in online questionnaire. 
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Table 1. Clarification of Questions Asked on Data Sets 

 
1. Requirements 

1.1 Ambiguous requirements. 

1.2 Insufficient explanation of the requirements. 

1.3  Misunderstanding of the requirements. 

1.4 

Lack of commitment regarding requirements between the customer and the project 

members. 

1.5 Frequent requirements or specification changes. 

2. Estimations 

2.1 Insufficient awareness of the importance of estimation. 

2.2 Insufficient skills or knowledge of estimation methods. 

2.3 Insufficient estimation for the implicit requirements. 

2.4 Insufficient estimation for the technical issues. 

2.5 Lack of stakeholders commitment for estimation. 

3. Planning 

3.1 Lack of management review for the project plan. 

3.2 Lack of assignment of responsibility. 

3.3 Lack of breakdown of the work products. 

3.4 Unspecified project review milestones. 

3.5 Insufficient planning of project monitoring and controlling. 

3.6 Lack of project members’ commitment for the project plan. 

4. Team Organization 

4.1 Lack of skills and experience. 

4.2 Insufficient allocation of the resources. 

4.3 Low morale. 

5. Project Management Activities 

5.1 Lack of resource management of project managers throughout a project. 

5.2 Inadequate project monitoring and controlling. 

5.3 Lack of data needed to keep track of a project objectively. 
 

Table 2 shows four choices that are given as an answer choice to the questions on Table 1. [3] 
 

Table 2. Definition of Answer Options 

 
4 types of answer types that could be given to our questions: 

S : Strongly Agree 

A : Agree 

N : Neighter Agree Nor Disagree 

D : Disagree 

 
After answering the 22 risk factors in Table 1, each participant answered one last question: How 

did the project resulted? Table 3 shows the three answer choices for that question and how those 

answers were categorized. 
 

Table 3. Definition of Results 

 
It resulted in success Not Risky 

The project could not be started due to the conditions Risky 

The project was started but could not be finalized Risky 

 
What is project success? [11] To qualify the project as successful means achieving the goals in 

the planned time, budget and efficiency. What is project failure? [12,13] To qualify the project as 

failure means not achieving the goals in the planned time, budget or efficiency.  Project risk is an 
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uncertain event or condition that, if it occurs, has a positive or negative effect on one or more 
project objectives such as scope, schedule, cost, and quality. [14] What is a risky project? [14, 15] 

Risky project is a project that may not be completed or achieved the expected success due to 

some conditions. What is not risky project? [14] Not risky project is a project where current 

conditions indicate that the project will be successful as a result. In this study projects that ended 
with success are categorized as “not risky” projects, and projects that ended with failure are 

categorized as “risky” projects. There was 49 participation to the questionnaire.  After doing data 

cleansing and data validation it is observed that 5 out of these 49 projects were not answered 
logically. So as a result 44 projects and their evalutions were obtained and a table of our data was 

made as final data set (Table 4) which is called 2016-2020 ES.LV data set.  

 
Table 4. 2016-2020 ES.LV Data Set 

 

Projects 1: Requirements 2: Estimations 3: Planning 4: Organization 

5: 

Manageme

nt Result 

 1 2 3 4 5 1 2 3 4 5 1 2 3 4 5 6 1 2 3 1 2 3  

PR1 S S S A A A A A A A A A N S S S S S S S S S Risky 

PR2 S S S A A S S S S S S S S N A A S S D S S D Risky 

PR3 D D D D D D D N N N D D N A N D A A D D D D Not Risky 

PR4 S S S S S A N A A S A A A A N N N N N N N N Risky 

PR5 D N N D N D D D D D D D D D D D N D D D D D Not Risky 

PR6 D N D D A N D D D D D N A D D D D D N D D D Not Risky 

PR7 A A S A A N D A D A N A A A D A N A A D D A Risky 

PR8 S S S S S N N S A A A A N A S A D A A A A A Risky 

PR9 A S N N A D D D A S S N D A N N D D D A N A Not Risky 

PR10 D D N A A N D N N N A N D A N N D D D D N D Not Risky 

PR11 D A A N A D D D D A D D N D D D D D D D D D Not Risky 

PR12 N A A A A A S S N A D D N D D N D D N D D D Not Risky 

PR13 N N S S S S S S S N N N N N N A A A A N A N Not Risky 

PR14 A A D S S A D D D D D S D A S D D D D S S D Risky 

PR15 D S D A A D D N D D A N S D N D D N D D D D Not Risky 

PR16 A A A A N A N A A N S D S A S D D A D S A A Risky 

PR17 D D D D D D D D D A A D S N N A D A N A A D Not Risky 

PR18 N N N N N N N N D N N D N N N D D D D N N D Not Risky 

PR19 A S A S A A A A N N N N N N A N D N A N A A Risky 

PR20 A A A A S N D N D A N D A A D D D D D N N D Not Risky 

PR21 N N N D A N D N D D D D N D D D D D D N D D Not Risky 

PR22 A A N N N D D D D A D D D A D D D D N D D A Not Risky 

PR23 S N A A A A S S N A N N A A D N N N N N N N Not Risky 
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PR24 N A N D D D D S N N D D N S D N D N D D D D Not Risky 

PR25 D D D S D S S S D N D N S S D N N N S D D D Risky 

PR26 D D D D D D D D N D D D N N D D D N D N D N Not Risky 

PR27 S S A D A D D D D D D D D A N N A A A D D D Not Risky 

PR28 A A N N A A D A A D A N S S S N D N N D A A Not Risky 

PR29 N N A A A N N N D D D N A A D D D N N D N N Not Risky 

PR30 D N D D N D D A D N D N S N D D D D D D N N Not Risky 

PR31 S A D A D N D N D N D D S A D D D N D D D S Risky 

PR32 D N N D D D D A D D D D D D D D N N D D D D Not Risky 

PR33 N A A N D D D N D D A D D D D D A D D D N D Risky 

PR34 A A D D D D D N D D D D D D N D N D D D D D Not Risky 

PR35 N A D D N D D N D D D D D D D D N D D D D D Not Risky 

PR36 S A D D D D D N D S N D A A D D N A N D D D Not Risky 

PR37 A S S N A A A S N D N D S S D D D D D D D D Not Risky 

PR38 A A A A A N D A D D D D A D D D D D D D D D Not Risky 

PR39 S S A S S D D A D N A A A D N D D A A A A D Risky 

PR40 D D D D D N D N D N D D A N D D N A N N D D Not Risky 

PR41 D D D N D D D D D D D D D D D D N D D D D D Not Risky 

PR42 D D D A D A A A N N N A A D D D A A D D N A Not Risky 

PR43 D D D N D N N D D N D D A A D D D D D D D D Not Risky 

PR44 A D D D D D D D A A D D A N D D D D D D D D Risky 

 

While this neural network method which is explained above in part 3.2.2. is implemented to 

2016-2020 ES.LV Data Set, firstly answers of these 22 factors were taken as input and results 
were taken as targets. Then %80 of our data was used for training,  %10 of our data was used for 

test and  %10 of our data was used for validation. And back-propagation algorithm [6] was used 

to train our data. This way a network was created. Then our network was tested and a plot of 
necessary functions were obtained. At the end the success ratio of our program can be seen also 

22 risk inputs can be manually typed to our neural network model and the results can be checked 

by comparing with actual results. 

 

4.1. Experimental Results and Analysis of Results 
 

4.1.1. Scaled Conjugate Gradient Backpropagation Algorithm (Artificial Neural Network 

Model) when it's Applied to 2016-2020 ES.LV Data Set 

 

Table 5 shows analysis of Confusion Matrix of Results of Scaled Conjugate Gradient 
Backpropagation Algorithm (Artificial Neural Network Model) when it's Applied to 2016-2020 

ES.LV Data Set.  
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Table 5. Confusion Matrix of Results of Scaled Conjugate Gradient Backpropagation Algorithm (Artificial 

Neural Network Model) when it's Applied to 2016-2020 ES.LV Data Set Analysis Table 

 

Actual Status Training   Testing   Validation   All 

  Predicted Status   Predicted Status   Predicted Status   Precited Status 

  

Risk

y 

Not 

Risk

y 

Accur

acy   

Ris

ky 

Not 

Risky 

Accur

acy   

Ris

ky 

Not 

Risky 

Accur

acy   

Risk

y 

Not 

Risk

y 

Accur

acy 

Risky  13 0 100%  0 0 

NaN

%  0 0 

NaN

%  13 0 100% 

Not Risky 0 23 100%  0 4 100%  0 4 100%  0 31 100% 

Total Percent 

36.1

0% 

63.9

0% 100%   0% 100% 100%   0% 100% 100%   

29.5

0% 

70.5

0% 100% 

Column 

Numbers: 1 2 

 

3  4 5 6  7 8 9  10 11 12 

 

In the first part of Table 5, analysis of training confusion matrix can be seen: 

 
● Total percent of the column number 1 is %36.10. Which means 13 out of total 36 

projects were predicted risky. 

● Also, total percent of the column number 2 is %63.90.  Which means 23 out of total 36 
projects were predicted not risky. 

● Accuracy of first row of column 3 is %100. Because 13 out of 13 risky projects are found 

as risky by prediction model. 

● Accuracy of second row of column 3 is %100. Because 23 out of 23 not risky projects 
are found as not risky by prediction model. 

● Total percent of accuracy is calculated as %100.  

So, ratio of true positive values are: %36.10 (13 projects out of 36 projects are true 
positive) and ratio of true negative values are: %63.90 (23 projects out of 36 projects are 

true negative) and the total ratio of true positive, true negative, false positive, false 

negative values are %100. (36.10 + 63.90)/100 = %100. 
 

In the second part of Table 5, analysis of testing confusion matrix can be seen: 

 

● Total percent of the column number 4 is %0. Which means 0 out of total 4 projects were 
predicted risky. 

● Also, total percent of the column number 5 is %100.  Which means 4 out of total 4 

projects were predicted not risky. 
● Accuracy of first row of column 6 is %NAN.  Which means not a number. Because 0 out 

of 0 risky projects are found as risky by prediction model. But in the made of calculation 

0/0 is not a valid number.  

● Accuracy of second row of column 6 is %100. Because 4 out of 4 not risky projects are 
found as not risky by prediction model. 

● Total percent of accuracy is calculated as %100.  

 
So, ratio of true positive values are: %100 (4 projects out of 4 projects are true positive) and ratio 

of true negative values are: %0 (0 project out of 4 projects is true negative) and the total ratio of 

true positive, true negative, false positive, false negative values are %100. (100 + 0)/100 = %100. 
In the third part of Table 5, analysis of validation confusion matrix can be seen: 

 

● Total percent of the column number 7 is %0. Which means 0 out of total 4 projects were 

predicted risky. 
● Also, total percent of the column number 8 is %100.  Which means 4 out of total 4 

projects were predicted not risky. 
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● Accuracy of first row of column 9 is %NaN. Which means not a number. Because 0 out 
of 0 risky projects are found as risky by prediction model. But in the made of calculation 

0/0 is not a valid number. 

● Accuracy of second row of column 9 is %100. Because 4 out of 4 not risky projects are 

found as not risky by prediction model. 
● Total percent of accuracy is calculated as %100.  

So, ratio of true positive values are: %100 (4 projects out of 4 projects are true positive) 

and ratio of true negative values are: %0 (0 project out of 4 projects is true negative) and 
the total ratio of true positive, true negative, false positive, false negative values are 

%100. (100 + 0)/100 = %100. 

 
In the fourth part of Table 5, analysis of all confusion matrix can be seen: 

 

● Total percent of the column number 10 is %29.50. Which means 13 out of total 44 

projects were predicted risky. 
● Also, total percent of the column number 11 is %70.50.  Which means 31 out of total 44 

projects were predicted not risky. 

● Accuracy of first row of column 12 is %100. Because 13 out of 13 risky projects are 
found as risky by prediction model. 

● Accuracy of second row of column 12 is %100. Because 31 out of 31 not risky projects 

are found as not risky by prediction model. 
● Total percent of accuracy is calculated as %100. 

 

So, ratio of true positive values are: %29.50 (13 projects out of 44 projects are true positive) and 

ratio of true negative values are: %70.50 (31 projects out of 44 projects are true negative) and the 
total ratio of true positive, true negative, false positive, false negative values are %100. (29.50 + 

70.50)/100 = %100. 

 

4.1.2. Naive Gaussian Bayes Algorithm when it's Applied to 2016-2020 ES.LV Data Set 

 

Figure 3 shows the result of 5-fold cross validation. The rows show the number of projects that 

are actually risky or not risky. The columns show the number of projects that are predicted as 
risky or not Risky. 

 

 
 

Figure 3. "Results of Five-Fold Cross Validation for Naive Gaussian Bayes Algorithm when it's Applied to 

2016-2020 ES.LV Data Set" Graph 

 

As shown in Figure 3, 37 (that is, 27+10) out of 44 projects can be predicted correctly. The 

predicting accuracy is thus %84.1.  

 
When examining this matrix there is four types of data. 

 

1. False Positive: If actual results are negative but predicted results are positive then the data 
that provides this condition are named as false positive data. 

0

20

40

Not Risky  Risky

Predicted Actual
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2. False Negative: If actual results are positive but predicted results are negative then the data 
that provides this condition are named as false negative data. 

3. True Positive: If actual results are positive and predicted results are also positive then the 

data that provides this condition are named as true positive data. 

4. True Negative: If actual results are negative and predicted results are also negative then the 
data that provides this condition are named as true negative data. 

 

For this matrix; 
 

● Number of false positive data are 3. 

● Number of false negative data are 4. 
● Number of true positive data are 27. 

● Number of true negative data are 10. 

 

 
 

Figure 4. "Success Ratio of Estimation Result Types for Naive Gaussian Bayes Algorithm when it's 

Applied to 2016-2020 ES.LV Data Set" Chart 

 

5. SECOND PART OF THE STUDY: USAGE OF 1996-1998 OMRON DATA SET 
 
Data Collection: In the made of data set on Table 6; 40 projects, which were part of the projects 

performed from 1996 to 1998 by the SSBC are chosen. (The predictive model was constructed 

based on 32 projects from 1996 to 1997 and was then validated by 8 projects in 1998. [2] The 
SEPG (Software Engineering Process Group) distributed the questionnaires to the project 

managers or the project leaders of 40 target projects and explained the details of the questionnaire 

and the purpose of the trial. The responses to the questionnaire were collected by the SEPG after 

one month. Table 6 shows the collected responses. The definition of answers are explained on 
Table 2. And the result column's values shows the actual results of the projects and definition of 

how the results were categorized was explained on Table 3. [3] 

 
Table 6. 1996-1998 OMRON Data Set [24] 

 

Projects 1: Requirements 2: Estimations 3: Planning 4: Organization 5: Management Result 

 1 2 3 4 5 1 2 3 4 5 1 2 3 4 5 6 1 2 3 1 2 3  

PR1 D D D D D A S S A D A D D D D D A N D D D D Not Risky 

PR2 D D D D D D D D D D D D D A D D D D D D D D Not Risky 

7%
9%

61%

23%

False Positive False Negative True Positive True Negative
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PR3 D D D D S D D A S D D D D D A D D D D D D D Not Risky 

PR4 S S A A S D D A A D A A D D D N A D D D D D Not Risky 

PR5 D D D D A D D D D D D A D A A D D D D D A D Not Risky 

PR6 D S A D D A A A D A D A D D D D D D D D D A Not Risky 

PR7 D D A S A D D D D D D A D S D D D D D D D D Not Risky 

PR8 D A S S D N D A D D A A D D A A D D N S D D Not Risky 

PR9 D A D A S D D D D D A A D A A D D D D D D A Not Risky 

PR10 D D D D A D A A D D D A D D A D D D D A D D Not Risky 

PR11 D S S A D D D S S D D D D D D D D D A D D D Not Risky 

PR12 D A A A D D A D D D D A D A D D D D D D D A Not Risky 

PR13 D A D A D D D D D D A S S D A A A A D A A N Not Risky 

PR14 D D D D S D D D D D D D D D D D D D D D D D Not Risky 

PR15 D A A A A D A A D D D D D D D D S A D S D D Not Risky 

PR16 D D D D A D A D A S S A D A S D S A D A A A Not Risky 

PR17 D D D D D D A D D D A A A S A A D D D A A D Not Risky 

PR18 D D D D N D D D D D D A A D D D D D D D D D Not Risky 

PR19 D D D D S D D D D D D D D D D D D D D D D D Not Risky 

PR20 D A S A S D D D D D S D D D S D A D D D S S Not Risky 

PR21 D A A D D D D D D D D D D D D D D D D D D D Not Risky 

PR22 S A S S A A N S A N D A A A D N S N A A A D Not Risky 

PR23 A A D A S D D A S D A D A A S A D D D D A S Risky 

PR24 A A S S S A A S A S S S S A S A S S D A A A Not Risky 

PR25 S A D D S D D D D D S D D S S D D D D D D D Not Risky 

PR26 D A S A A S D A A N D A D D A A D A A A D A Not Risky 

PR27 D A A A A D S A S S D A A D D A A A D D D D Not Risky 

PR28 A S S A A D D S S A S D S D A S A D A D A A Not Risky 
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PR29 S A S A D S A A A D D A A A S D A D A D S S Not Risky 

PR30 A A S S A D D A D A A A A A A D S D A D A D Not Risky 

PR31 D D D D D D D D D D S S S S S S S S A S S D Not Risky 

PR32 A S S S A A S S S S S S S A S S S S A S S D Not Risky 

PR33 A D D D D D A D A D D S A D D D S D D A D D Risky 

PR34 D D D D D D D D D D D A D D D D D D D D D A Risky 

PR35 A A A A S D A D D D D A A D D D D D D D D D Risky 

PR36 D D D D A D D D A A A A D D D D D D D D D D Risky 

PR37 D D D D N D D D D D D A D D D D D D D D D D Risky 

PR38 S D D A A D A A S S D A A D D D A S D S S D Not Risky 

PR39 A S S S A N N S N N N S S S D A A N S D D D Not Risky 

PR40 A A A A S A D S D D S S S S S S D D D D A A Not Risky 

 

The authors would also like to remark that doing data cleaning or data validation on Omron’s 

1996-1998 Data Set (Table 6) was not needed because these steps were already made in that data 
set. Also, there was not any incompatible, incorrect or missing data. 

 

5.1.  Experimental Results and Analysis of Results 
 

5.1.1. Scaled Conjugate Gradient Backpropagation Algorithm (Artificial Neural Network 

Model) when it's Applied to 1996-1998 Omron Data Set 

 

Table 7 shows analysis of Confusion Matrix of Results of Scaled Conjugate Gradient 

Backpropagation Algorithm (Artificial Neural Network Model) when it's Applied to 1996-1998 

Omron Data Set. 
 
Table 7. Confusion Matrix of Results of Scaled Conjugate Gradient Backpropagation Algorithm (Artificial 

Neural Network Model) when it's Applied to 1996-1998 Omron Data Set Analysis Table 

 
Actual 

Status Training   Testing   Validation   All 

  Predicted Status  Predicted Status  Predicted Status  Precited Status 

    

Risk

y 

Not 

Risk

y 

Accur

acy  

Ris

ky 

Not 

Risk

y 

Accur

acy  

Ris

ky 

Not 

Risk

y 

Accur

acy  

Risk

y 

Not 

Risk

y 

Accur

acy 

Risky  11 0 100%  1 1 50%  0 0 

NaN

%  12 1 

92.30

% 

Not Risky 0 21 100%  0 2 100%  0 4 100%  0 27 100% 

Total 

Percent 

34.4

0% 

65.6

0% 100%   

25

% 75% 75%   0% 

100

% 100%   

30.0

0% 

70.0

0% 

97.50

% 

Column 

Numbers: 1 2 

 

3  4 5 6  7 8 9  10 11 12 
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In the first part of Table 7, analysis of training confusion matrix can be seen: 
 

● Total percent of the column number 1 is %34.40. Which means 11 out of total 32 

projects were predicted risky. 

● Also, total percent of the column number 2 is %65.60.  Which means 21 out of total 32 
projects were predicted not risky. 

● Accuracy of first row of column 3 is %100. Because 11 out of 11 risky projects are found 

as risky by prediction model. 
● Accuracy of second row of column 3 is %100. Because 21 out of 21 not risky projects 

are found as not risky by prediction model. 

● Total percent of accuracy is calculated as %100.  
This calculation was made by CCR formula. Accuracy (AC) is also called the correct 

classification rate (CCR). It is expressed as the percentage of the total number of 

predictions that were correct. It is calculated as follows: 

Accuracy= 
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝐹𝑃+𝐹𝑁+𝑇𝑁
 

So, ratio of true positive values are: %34.40 (11 projects out of 32 projects are true 
positive) and ratio of true negative values are: %65.60 (21 projects out of 32 projects are 

true negative) and the total ratio of true positive, true negative, false positive, false 

negative values are %100. (34.40 + 65.60)/100 = %100. 
 

In the second part of Table 7, analysis of testing confusion matrix can be seen: 

 
● Total percent of the column number 4 is %25. Which means 1 out of total 4 projects were 

predicted risky. 

● Also, total percent of the column number 5 is %75.  Which means 3 out of total 4 

projects were predicted not risky. 
● Accuracy of first row of column 6 is %50. Because 1 out of 2 risky projects are found as 

risky by prediction model. 

● Accuracy of second row of column 6 is %100. Because 2 out of 2 not risky projects are 
found as not risky by prediction model. 

● Total percent of accuracy is calculated as %75. 

So, ratio of true positive values are: %50 (2 projects out of 4 projects are true positive) 

and ratio of true negative values are: %25 (1 project out of 4 projects is true negative) 
and the total ratio of true positive, true negative, false positive, false negative values are 

%100. (50 + 25)/100 = %75. 

 
In the third part of Table 7, analysis of validation confusion matrix can be seen: 

 

● Total percent of the column number 7 is %0. Which means 0 out of total 4 projects were 
predicted risky. 

● Also, total percent of the column number 8 is %100.  Which means 4 out of total 4 

projects were predicted not risky. 

● Accuracy of first row of column 9 is %NaN. Which means not a number. Because 0 out 
of 0 risky projects are found as risky by prediction model. But in the made of calculation 

0/0 is not a valid number. 

● Accuracy of second row of column 9 is %100. Because 4 out of 4 not risky projects are 
found as not risky by prediction model. 

● Total percent of accuracy is calculated as %100. 

So, ratio of true positive values are: %100 (4 projects out of 4 projects are true positive) 
and ratio of true negative values are: %0 (0 project out of 4 projects is true negative) and 
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the total ratio of true positive, true negative, false positive, false negative values are 
%100. (100 + 0)/100 = %100. 

 

In the fourth part of Table 7, analysis of all confusion matrix can be seen: 

 
● Total percent of the column number 10 is %30. Which means 12 out of total 40 projects 

were predicted risky. 

● Also, total percent of the column number 11 is %70.  Which means 28 out of total 40 
projects were predicted not risky. 

● Accuracy of first row of column 12 is %92.30. Because 12 out of 13 risky projects are 

found as risky by prediction model. 
● Accuracy of second row of column 12 is %100. Because 27 out of 27 not risky projects 

are found as not risky by prediction model. 

● Total percent of accuracy is calculated as %97.5. 

 
So, ratio of true positive values are: %67.5 (27 projects out of 40 projects are true positive) and 

ratio of true negative values are: %30 (12 projects out of 40 projects are true negative) and the 

total ratio of true positive, true negative, false positive, false negative values are %100. (67.5 + 
30)/100 = %97.5. 

 

5.1.2. Naive Gaussian Bayes Algorithm when it's Applied to 1996-1998 Omron Data Set 

 

Figure 5 shows the result of 5-fold cross validation. The rows show the number of projects that 

are actually risky or not risky. The columns show the number of projects that are predicted as 

risky or not risky. 

 

 
 

Figure 5. "Results of Five-Fold Cross Validation for Naive Gaussian Bayes Algorithm when it's Applied to 

1996-1998 Omron Data Set" Graph 

 

As shown in Figure 5, 36 (that is, 24+12) out of 40 projects can be predicted correctly. The 

predicting accuracy is thus %90.  
 

For this matrix; 

 

● Number of false positive data are 1. 
● Number of false negative data are 3. 

● Number of true positive data are 24. 

● Number of true negative data are 12. 
 

0

10

20

30

Not Risky  Risky

Predicted Actual
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Figure 6. "Success Ratio of Estimation Result Types for Naive Gaussian Bayes Algorithm when it's 

Applied to 1996-1998 Omron Data Set" Chart 

 

6. THIRD PART OF THE STUDY: COMPARISONS OF RESULTS 
 

6.1. Results of Naive Gaussian Bayes Algorithm "when it's Applied to 2016-2020 

ES.LV Data Set" and "when it's Applied to 1996-1998 Omron Data Set" 
 
Table 8 shows the results that are returned by Naive Gaussian Bayes Algorithm when it is applied 

to data sets seperately. In the Table 8 results which are written in red shows the results that are 

not found correctly by relevant model and result which are written in grey means that number of 

projects does not exist in relevant data set. This difference was caused by difference in sizes of 
two data sets. 

 
Table 8. Results of Naive Gaussian Bayes Algorithm "when it's Applied to 2016-2020 ES.LV Data Set" 

and "when it's Applied to 1996-1998 Omron Data Set" 

 

Project id 

Predicted values of 2016-2020 

ES.LV  

Predicted values of 1996-1998 

Omron 

    
Data Set by Naive Gaussian 

Bayes 

Data Set by Naive Gaussian 

Bayes 

Project 1 Risky Not Risky 

Project 2 Risky Not Risky 

Project 3 Not Risky Not Risky 
Project 4 Risky Not Risky 

Project 5 Not Risky Not Risky 

Project 6 Not Risky Not Risky 
Project 7 Risky Not Risky 

Project 8 Risky Not Risky 

Project 9 Risky Not Risky 
Project 10 Not Risky Not Risky 

Project 11 Not Risky Not Risky 

Project 12 Not Risky Not Risky 

Project 13 Risky Risky 
Project 14 Risky Not Risky 

Project 15 Not Risky Not Risky 

Project 16 Risky Risky 
Project 17 Not Risky Not Risky 

Project 18 Not Risky Not Risky 

Project 19 Risky Not Risky 

Project 20 Not Risky Not Risky 

60%
30%

2%
8%

True Positive

True Negative

False Positive

False Negative
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Project 21 Not Risky Not Risky 
Project 22 Not Risky Risky 

Project 23 Risky Risky 

Project 24 Not Risky Risky 

Project 25 Risky Not Risky 
Project 26 Not Risky Risky 

Project 27 Not Risky Risky 

Project 28 Risky Risky 
Project 29 Not Risky Risky 

Project 30 Not Risky Risky 

Project 31 Not Risky Risky 
Project 32 Not Risky Risky 

Project 33 Not Risky Not Risky 

Project 34 Not Risky Not Risky 

Project 35 Not Risky Not Risky 
Project 36 Not Risky Not Risky 

Project 37 Not Risky Not Risky 

Project 38 Not Risky Risky 
Project 39 Risky Risky 

Project 40 Not Risky Risky 

Project 41 Not Risky Does Not Exist 
Project 42 Not Risky Does Not Exist 

Project 43 Not Risky Does Not Exist 

Project 44 Not Risky Does Not Exist 

 
As it can be seen on Table 8, while 7 out of 44 project results were found incorrect by Naive 

Gaussian Bayes Algorithm when it's applied to 2016-2020 ES.LV Data Set and 4 out of 40 

projects were found incorrect by Naive Gaussian Bayes Algorithm when it's applied to 1996-
1998 Omron Data Set. So while Naive Gaussian Bayes Algorithm's success ratio on 1996-1998 

Omron Data Set is %90, same algorithm's success ratio on 2016-2020 ES.LV Data Set is %84.1. 

 

6.2. Results of Scaled Conjugate Gradient Backpropagation Algorithm "when it's 

Applied to 2016-2020 ES.LV Data Set" and "when it's Applied to 1996-1998 

Omron Data Set" 
 

Table 9 shows the results that are returned by Scaled Conjugate Gradient Backpropagation 
Algorithm when it is applied to data sets seperately. In the Table 9 results which are written in 

red shows the results that are not found correctly by relevant model and result which are written 

in grey means that number of projects does not exist in relevant data set. This difference was 

caused by difference in sizes of two data sets. 
 

Table 9. Results of Scaled Conjugate Gradient Backpropagation Algorithm "when it's Applied to 2016-

2020 ES.LV Data Set" and "when it's Applied to 1996-1998 Omron Data Set" 

 

Project id 

Predicted values of 2016-2020 

ES.LV 

Predicted values of 1996-1998 

Omron 

    Data Set by Neural Network Data Set by Neural Network 

Project 1 Risky Not Risky 

Project 2 Risky Not Risky 

Project 3 Not Risky Not Risky 

Project 4 Risky Not Risky 
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Project 5 Not Risky Not Risky 

Project 6 Not Risky Not Risky 

Project 7 Risky Not Risky 

Project 8 Risky Not Risky 

Project 9 Not Risky Not Risky 

Project 10 Not Risky Not Risky 

Project 11 Not Risky Not Risky 

Project 12 Not Risky Not Risky 

Project 13 Not Risky Not Risky 

Project 14 Risky Not Risky 

Project 15 Not Risky Not Risky 

Project 16 Risky Not Risky 

Project 17 Not Risky Not Risky 

Project 18 Not Risky Not Risky 

Project 19 Risky Not Risky 

Project 20 Not Risky Not Risky 

Project 21 Not Risky Not Risky 

Project 22 Not Risky Not Risky 

Project 23 Not Risky Risky 

Project 24 Not Risky Risky 

Project 25 Risky Risky 

Project 26 Not Risky Risky 

Project 27 Not Risky Not Risky 

Project 28 Not Risky Risky 

Project 29 Not Risky Risky 

Project 30 Not Risky Risky 

Project 31 Risky Risky 

Project 32 Not Risky Risky 

Project 33 Risky Not Risky 

Project 34 Not Risky Not Risky 

Project 35 Not Risky Not Risky 

Project 36 Not Risky Not Risky 

Project 37 Not Risky Not Risky 

Project 38 Not Risky Risky 

Project 39 Risky Risky 

Project 40 Not Risky Risky 

Project 41 Not Risky Does Not Exist 

Project 42 Not Risky Does Not Exist 

Project 43 Not Risky Does Not Exist 

Project 44 Risky Does Not Exist 
 

As it can be seen on Table 9 while 0 out of 44 project results were found incorrect by Scaled 

Conjugate Gradient Backpropagation Algorithm (Artificial Neural Network Model) when it's 
applied to 2016-2020 ES.LV Data Set and 1 out of 40 projects were found incorrect by Scaled 

Conjugate Gradient Backpropagation Algorithm (Artificial Neural Network Model) when it's 

applied to 1996-1998 Omron Data Set. So, while Scaled Conjugate Gradient Backpropagation 

Algorithm's (Artificial Neural Network Model's) success ratio on 1996-1998 Omron data set is 
%97.5, same algorithm's success ratio on 2016-2020 Data Set is %100.  
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7. DISCUSSION 
 
Table 10 was made so that comparison between Classification and Neural Network methods 

and2016-2020 ES.LV and 1996-1998 Omron data sets can be made. 

 
Table 10. Comparisons of Success Ratio 

 

 Success Ratio 

of Naive Gaussian Bayes 

Algorithm (Classification) 

Success Ratio of Scaled Conjugate 

Gradient Backpropagation 

Algorithm (Neural Network) 

1996-1998 Omron 

Data Set 

%90 %97.5 

2016-2020 ES.LV 

Data Set 

%84.1 %100 

 

As it is seen on the Table 10, in both data sets Scaled Conjugate Gradient Backpropagation 
Algorithm (Neural Network Model) has given more accurate results. Also, while Naive Gaussian 

Bayes Algorithm worked better on 1996-1998 Omron Data Set between two data sets, Scaled 

Conjugate Gradient Backpropagation Algorithm (Neural Network Model) worked better on 
2016-2020 ES.LV Data Set between two data sets. 

 

This study shows that success ratio in statistical studies might be caused by: 
 

● Model that is chosen. (For this study Neural Network vs Naive Gaussian Bayes) 

● The years that data in the data set (For this study projects that were answered about) was 

made. (For this study 1996-1998 vs 2016-2020) 
● The location data on that data set was collected. (For this study Turkey vs Japan) 

● Difference in size of data set. (For this study 44 projects vs 40 projects) 

● How rigorous data cleaning and data validation was made. 
● The way data was collected. (For this study face to face vs online questionnaire) 

 

Even though Naive Gaussian Bayes is a powerful algorithm for predictive modeling it is 
observed that Backpropagation (Artificial Neural Network Model) is more suitable, effective and 

giving correct results when applied to these data sets. As a result, the usage of Backpropagation 

Algorithm (Artificial Neural Network Model) is decided and applied. 

 

8. CONCLUSION 
 

In this study the most efficient method to determine risky software projects is investigated. It is 

observed that Backpropagation (Artificial Neural Network Model) is more suitable, effective and 
giving correct results than Naive Gaussian Bayes when applied to different data sets. This study 

gave us an opportunity to see; how method that is chosen can affect the success ratio of the study, 

how same method works with different success ratio on different data sets, compare how 

conditions' effects on project’s success changed through years, how different data sets effect 
success ratio of study. Finally, the goal of this study which was; "DETERMINING THE RISKY 

SOFTWARE PROJECTS USING ARTIFICIAL NEURAL NETWORKS" was achieved. 
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