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Abstract. Competition forces software producers to offer their goods and services at the lowest costs in
practice (49, p. 3), (4, p. 2). In this case, software errors can lead to additional processing costs which
has to be covered by the software producers themselves (20). To compensate this, software manufacturers
often have the option to cross-subsidize low-priced offer prices with offers billed hourly, e.g. on the basis
of service contracts. However, the relation of possibilities for cross-subsidization with the risk of software
errors is not clearly predictable by the process model (52, p. 9). As this relation is defined by the process,
the aim to reach cost-control and cost-transparency is strongly related to the aim of (process) improvement
(51, p. 39). In order to facilitate software producers within the calculation of minimum prices, required
to cover the costs, an economical prediction model will be presented in this paper. This model bases on a
simulation experiment, consisting of multiple scenarios. The scenarios were derived by a variation of the
risik probability and the possibility of cross-subsidization.

1 Motivation and Contribution

The current state of research confirms that the production of software has the potential
to gain the highest profitability (44, p. 145). However, in practice the competition forces
software producers to offer their services at the lowest costs sometimes, because customers
seek for a cost reduction (39; 18).

An increasing proportion of IT-costs of the revenues (40, p. 2) leads customers to care
for such a cost reduction. In order to cover their costs, software producers could enter
into different types of contracts, regarding to the terms of payment (e.g. fixed or hourly).
Normally, a contract to produce a work or a contract for surrender of use will be made in
the case of buying a software (15, pp. 156 – 157).

The type of the contract often defines the terms of payments. Normally, the parties
agree on billing at an hourly basis in service contracts, whereas in contracts to produce a
work a fixed price will be appointed. During the last decades customers asked for fixed-
price-contracts at increasing intervals, in order to reduce the uncertainties of software
production (26, p. 17). This leads to financial risks if additional expenditure of times (e.g.
because of software faults) occur which is not accountable. Software producers are forced
to calculate a minimum price which is able to cover such costs, depending on the risk.

This work investigates the calculation of a critical selling price for software products.
The production of software is characterized by fixed costs (41; 7). As a result, variable
costs are nearly non-existent (46, p. 412). Therefore, short time calculations of the lowest
price which is limited to the variable costs are, de facto, meaningless. Finally, the differ-
ent kinds of gross margins won’t lead to a useful price calculation. The gross margin I
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will be zero, whereas gross margin II or III are defined by the full personal costs, under
normal production circumstances. Therefore, the calculation of the lowest price on a short
time basis shows that the costs have to be anywhere between zero and the full personal
costs. This doesn’t give any gain of knowledge. In order to support the management, a
new prediction is needed. Facilitating the management which has the most influence on
operational dimension (28) seems to contribute the financial success directly.

Furthermore, such calculation of the lowest price doesn’t care for the configuration of
the production capacity, possibilities of cross-subsidization or cyclic risks, because of soft-
ware faults. In order to facilitate the IT-Management, an economic model which considers
these factors will be elaborated in this work. This model bases on the calculation of the
maximum productivity comparing to the investigations in the field of the cost-reduction
potential function (34). On the basis of the maximum productivity, the hypothetical mini-
mum price could be calculated. In order to test the impact of cross-subsidization the price
calculation has fallen short of this minimum price.

This way, this work contributes to answer the following question: How much could the
offer price fall short of the minimum price, considering possibilities of cross-subsidization
and cyclic risks?

The contribution of this work is given by its mathematical concept which increases
the cost transparency, necessary, in order to calculate the prices of IT services (45, p. 60).
In the following, a calculation procedure is shown in an exemplary way which bases on
assumptions. A huge number of interactions within the ecosystem of software engineering
have an influence on the price limit in practice (43). It should be pointed out that the
numeric values of the following results are just exemplary. Because of the fact that no uni-
versal recommendation could be made, suitable for any economic situation, the presented
concept has to be transferred and adapted before its use in practice.

2 Related Work

Even if the question in section 1 has not been answered already, there are other studies
answering related questions. For example, the field of cost factors has been investigated
intensively. One of the earliest publications on cast factors was published by Farr und
Zagorski in 1964 (21). Their work describes the data collection and its analysis in order to
elaborate a formula system which determines the relation of cost influence factors (21).

The relation of cost influence factors is often explained by classical economic models.
Therefore, cost models which allow internal cost allocations, such as described by Götze
(23, p. 1), are the basis to explain the relation of cost influence factors. Furthermore, the
explanations of Gutenberg regarding the cost- and production function found a basis to
elaborate economic prediction models (25, p. 366). The results of Gutenberg were used by
Knolmayer in order to investigate the validity of Brooks findings (14), regarding to the
impact of capacity-configurations on the performance of the development procedure (33).

This leads to mathematical models containing factors which influence the progression of
costs. One of such models is called the software function which was formulated by Albrecht
and Gaffney in 1983 (3). Further models were developed by Boehm (12) or Abran et al. (1,
p. 104). The basis of such parametric estimation models is to determine the required effort
depending on parameters which explain the complexity of the task or situation within the
environment. As to that, Bailey and Basili mention the limitation of environmental factors
to be one of the key problems (6, p. 115).

Both to determine the statistical significance and for the identification of formulas which
interrelate the factors, a regression analysis turns out to be sensible. Therefore, Walston
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and Felix came up with a regression analysis in order to determine the productivity of
software engineering (53). Furthermore, Do and Rothermel conducted a regression analysis
to simplify a model of cost influence factors (19). Next to the construction of cost models,
a regression analysis is used to estimate the software production effort. For this purpose,
regression models were developed by Jørgensen (29, p. 297) or Adalier et al. (2) for example.

Investigations in the field of the software price have received less attention in the
last decades, as Prud’homme et al. explained (42, p. 1001). During their investigations
on the progression of software prices, Prud’homme et al. observed declining prices for
business software (about 4.4 %) and for consumer software (about 7.9 %) (42, p. 1001).
Furthermore, the field of software price was mentioned in the investigations of Lucas et al.,
which explains how high prices indicate low skills of the customers (38). One of the most
famous publications on software price calculation is given by Kittlaus and Clough. They
explain different ways in order to determine the price of a software product, regarding to
aspects like costs or intellectual property (32).

Furthermore, this work builds upon investigations on the contractual form, used in
software engineering. In this context, the results of Buhl on contractual forms which are
used in the procurement are relevant to mention (15, p. 161). Regarding to the software
engineering, Wolf explains the impact of agile development approaches on the contractual
form (54, p. 25). In addition, also Becker explains challenges which show that the contract
needs to match the process, used in the development approach (8). Next to Becker, Gennen
revealed that the contractual form has to be aligned to the procedural model in order to
define warranties economically (22, p. 41). In order to reduce such risks, Benaroch shows
the possibility of subcontractings (9).

Regarding to the procedural development approach, Boehm recommended to relate the
progression of software development with payments (13, p. 70). Even if this is not equal
to payments on an hourly basis, the recommendation offers some advantage regarding to
the solvency of software producers. It connects the terms of payments to the states of the
development procedure. This offers the potential of interesting calculations, considering
the explanations on the formal nucleus of business process models given by Speck (47, p.
427). In further investigations this might be helpful, to consider the time preference of
payments within the model.

3 Method

In order to answer the question, given in section 1, we have to elaborate a model that cap-
tures the situation of order management for software producers. In a short form (comparing
to (34)), the development process might consist of the activities Requirements Engineering,
Development and Delivery. In these activities customer requirements get analysed and a
software solution is getting developed and delivered to the customer. The quality assurance
is part of the development in this simple process models. Furthermore, as presented in (34),
each activity is processed by one group of actors (Product Owner, Software engineers and
Support). However, also in this model the group-distinction-property (see Rule R15, (34))
has to be fulfilled.

As the development of software requires a close cooperation with customers, the cus-
tomers have to be part of the model, too. Therefore, another group of actors contains
all customers. In practice this cooperation causes a social complexity (35) for example if
software producers have to decide between different requirements (48, p. 1). As explained
in (34), the model of this investigation is restricted to aspects of capacity configuration of
the development process. Social-interactive aspects are ignored, therefore.
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As described in (37), the customers create requirements. In order to fulfil these require-
ments, a contract form is chosen. Regarding to this contractual form, the terms of payment
define whether customers pay a fixed price. Otherwise, customers may agree on paying for
the services on an hourly basis. After the development is finished, the customer checks the
product in his acceptance test. Faults lead to a cycle, because software producers have to
execute the activity development once more, in order to fix the bug.
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Fig. 1. Model of the software production process to investigate the impact of different commisioning
strategies, own illustration created with (17)

In 1 the model of the software development process is illustrated with its activities,
concerning the agreements on the contractual form. On the basis of this model which is
an abstraction (30), the leading question of section 1 could be answered. Therefore, the
simulation software PAS, presented in (34; 37; 36), is used to perform an experiment.
During this experiment, multiple simulations were performed in order to analyse different
scenarios. These scenarios differ, regarding to the parameters of the process, illustrated in
1. For each scenario the result gets measured after its simulation. To measure the result of a
simulation, the calculation of the accounts receivables of a software producer is meaningful.

The accounts receivables result from the product of worked hours accountable with its
hourly rate. Different groups of actors might have different charge out rates. Furthermore,
the amount of accounts receivables contain the earnings, expected from fixed price con-
tracts. Optimistic it might be assumed, that the fixed price is accountable immediately
when the software producer takes the order. Concerning this matter, it has to be consid-
ered that software producers have to fulfil the contract, until they have a right to claim
the fixed price in practice. In service contracts, where both parties agree on the payment
on an hourly basis, this right is acquired after the software producer spends his work hour.

In order to investigate these scenarios by the use of the software PAS, five enhancements
are necessary. First, new KPIs have to be introduced in order to define the fixed prices and
the hourly rates of actor groups. Second, a KPI has to be introduced which contains the
amount of open accounts receivable that belongs to a case. This KPI makes sure that the
fixed price is accounted just for one time. Furthermore, a KPI is necessary which contains
the amount of accounts receivables of an organisation (OAR). Finally, a procedure is needed
which calculates the amount of accounts receivable (OAR) on the basis of the worked hours
spent and the fixed prices of orders, taken by the organisation.
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The procedure accounts receivables depending on the amount of worked hours. This
amount depends on the probability of agreements for paying on an hourly basis (PHC).
Furthermore, the probability of software faults (PSF) has a double influence. The lack of a
clear specification on the software to be delivered which is typical if customers and software
producers agree on an hourly payment, leads to more accountable worked hours. Ignoring
the risk of damages to the image of software producers, this increase of worked hours is
valuable. If software producers and customers agree on a fixed price instead, worked hours
are not accountable. Therefore, a high PSF leads to financial losses in such contracts.

To simplify the terminology, agreements between software producers and customers
which require the payment of a fixed price, are named to be contracts for work (CfW). On
the opposite, agreements on payments on an hourly basis are named to be service contracts
(CfS). It has to be mentioned that different contractual forms do not have to differ in the
terms of payments automatically. However, CfW normally requires for the construction of
a product, whereas CfS focuses on the work hours performed. Therefore, the differentiation
of CfS and CfW seems to be acceptable in order to simplify the spelling.

In order to answer the leading question, scenarios will be analysed which consist of a
variation of the parameters, showed in List L1. This method seeks to minimize the risk of
simulating unnecessary KPIs described by Radonjic-Simic, Wolff and Pfisterer (43).

– PHC: Variation of the probability of service contracts in the interval of 0% to 70 %
– PSF: Variation of the risk of software faults in the interval of 0% to 50 %
– VMPr: Variation of the shortfall of the minimum fixed price (MFP) in the interval of

50 % to 100 %

List L1: Variation of parameters to build the scenarios

The list given in List L1 shows the necessity of a minimum fixed base-price to be
calculated which is deceeded on a special percentage (VMPr). The resulting minimum
fixed price (MFP) is used in the simulation and will be assigned as vertex accountable price
in the model. The minimum fixed base-price is a result of the maximum productivity.
In order to determine the maximum productivity, some assumptions on the variable and
constant cycle times, the personal capacities and the monthly payroll costs are necessary,
as shown in Table T1. Multiplying the personal capacity with its costs leads to the total
personnel costs. Furthermore, the process effort could be calculated, considering the risk
of cyclic repetitions (34). In order to calculate the maximum productivity on a theoretical
basis, no cyclic repetitions will be assumed (optimistic PSF = 0%). Therefore, the rules
R38 and R40, described in (34), do not have to be used in order to calculate this optimistic
assumption on the base-price.

However, the delay, resulting from the procedural order of activities, has to be con-
sidered. As the development needs the requirements engineering to be finished before it
starts, the production capacity of the development and the support have to be reduced by
the productivity (outcome) of the requirements engineering. Furthermore, the division of
the adjusted production capacity available by the effort required to produce 1 FP results
in the maximum number of producible cases per team and month. The bottleneck limits
the total productivity to the minimum, with a small exception.

In theory, the process configuration shows in List L1 that software developers could
produce 87 FP per moth, the product management could produce 90 FP per month and
the support is able to produce 122.31 FP per month. As the outcome of the support is
limited by the outcome of the software development (compare the order of the sequence
flow in 1), the support is limited to just being able to produce 87 FP per month. However,
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the product management is able to produce cases which are unable to be completed during
the month, because of limitations by software developments capacity. Also if cases could
not be finished during the month, they may lead to a payment claim, because of the above
mentioned assumptions. Therefore, the capacity of the product management is not limited
by the bottleneck within the model.

In order to produce the maximum outcome, the product management requires 435.48
h, the software development requires 348 h and the support requires 94.25 h. To cover the
personal costs, a work hour needs to cost 22.04 e in the product management, 30.17 e in
the software development and 26.53 in the support. However, there are more fixed costs
which have to be covered, like e. g. insurance costs, marketing costs or taxes. These costs
are highly individual by different software producers. In order to cover these costs and to
earn a net income, an addition of 70 % is calculated (assumption). By doing so, the price
per work hour raises up to 73.48 e in the product management, 100.57 e in the software
development and 88.42 e in the support.
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variable effort 290 200 60 min
constant effort 30 120 15 min
number of employees 3 3 1 pc
personnel salary per month 3200 3500 2500 e
total personnel costs 9600 10500 2500 e
minutes to produce 1 FP 320 320 75 min
hours to produce 1 FP 5,33 5,33 1,25 h
availabe production capacity 28800 28800 9600 min
adjusted production capacity 28800 27840 9173,33 min
Max. FP (producible) 90 87 122,31 FPs
Max. FP (adjusted) 90 87 87 FPs
hours of production 435,48 348 94,25 h
costs per production hour 22,05 30,17 26,53 e / h
price per production hour 73,48 100,57 88,42 e / h
Table 1: Expected effort and productivity .

However, the minimum fixed base-price is calculated without the addition, required to
cover fixed costs (compare for explanations regarding to gross margin I and II, e. g. by
(31)). In order to calculate the base-price, the expected effort of 1 FP (considering the
maximum productivity) is multiplied with the costs per work hour and the results are
summed up. This leads to a minimum fixed base-price of 311.65 e per FP, necessary just
to cover the personnel costs. In each scenario this base-price will be deceeded, whereas the
shortfall varies within the interval of 50 % to 100 %.

4 Data

During the utilization of the procedure presented in section 3, the simulation experiment
was executed 356 times (n = 356). Each simulation can be described by a set of specific
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KPIs. First of all, simulations differ regarding to the scenario variables “probability for
offers on an hourly basis“ (PHC), “probability of software faults“ (PSF) and the “reduction
of the minimum fixed price“ (VMPr), described in section 3. Furthermore, the MFP (used
minimum fixed price) is calculable which belongs to each VMPr.

The key performance indicators PSF, PHC, MFP and VMPr parametrize the simulation
model before its execution. Other key performance indicators like the personal capacity or
its costs were not varied. It has to be mentioned that a variation of team size is also able to
contribute to a cost reduction (10, p. 1784), (11), (49), (34) which facilitates the pricing,
too.

After its execution, the result of a simulation can be described by four KPIs. The
amount of accounts receivables express the success of a software producer, as described in
3. Therefore the OAR (organisation accounts receivables) is calculated cyclic. On the basis
of this KPI, the net income can be calculated. In order to analyse this value, the profit
contribution a (PCa) is defined to be PCa := OAR− TPC.
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Fig. 2. Impact of PHC on avg OAR, own illustration created with TikZ (tikzpicture) being part of TeX
Live Version 2024 (50) on the basis of data sets extracted from the simulation software and proprocessed
with (16)

In order to determine the expected balance after cost allowance, PCb has to be calcu-
lated. This calculation bases on assumptions on the expected fixed costs. Therefore, the
income statements of multiple software producers in Germany, available at Bundesanzeiger,
have been analysed. In each income statement the amount on fixed costs (without personal
costs) was calculated and related to the turnover. Investigations show an average quote of
fixed costs to the turnover to be about 33.47 %. This enables the calculation of PCb as fol-
lowing PCb := (OAR∗0.6653)−TPC. The expected net income PCb enables to calculate
the profit margin (PM) which is defined to be the return of turnover PM := PCb/OAR.

By measuring the variables mentioned above, the influence of PHC on the average OAR
could be measured. Figure 2 shows the results of this analysis. Different levels of PSF are
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distinguished by different curves within the graphic. Graphic 2 shows that increasing an
increasing number of cases which are payed on an hourly basis lead to an increase of OAR.
It appears to be remarkable that the curves of different probabilities of software faults are
close together. This suggests the software faults impact to be less than the impact of PHC.
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Fig. 3. Impact of PSF on avg OAR, own illustration created with TikZ (tikzpicture) being part of TeX
Live Version 2024 (50) on the basis of data sets extracted from the simulation software and proprocessed
with (16)

Figure 3 shows the impact of software faults on the amount of accounts receivables in
detail. The graphic illustrates the progression, the amount of accounts receivables takes,
influenced by PSF. Different curves show the impact, regarding to the probability of service
contracts (PHC). First, figure 3 seems to confirm the assumption on PSF having a lower
impact than PHC. If the probability of CfS is high (=high PHC), PSF seems to have a
lower impact on OAR. However, if the probability of PHC is low, OAS is fluctuating more.
A high risk of software faults (PSF) does not automatically harms the amount of accounts
receivables. In order to explain the correlation, a mathematical model is needed.

Figure 4 shows the impact of VMPr on OAR. Within the graphic, different curves show
the impact regarding to the probability PHC. If the probability of service contracts is high,
VMPr has a minor impact on OAR. This shows the possibility of software producers of
cross-subsidization. However, if service contracts play a minor part, an increasing VMPr
leads to a reduction of OAR. Therefore, PHC is limited to be able to compensate the
impact of VMPr.

Figure 5 shows the impact of VMPr on OAR, regarding to PSF. The graphic shows an
increasing VMPr to cause a decrease of OAR. Like figure 3, also figure 5 shows an increase
of the risk probability PSF which leads to a greater fluctuation of OAR if PHC is low.
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Fig. 4. Impact of VMPr, influenced by PHC on avg OAR, own illustration created with TikZ (tikzpicture)
being part of TeX Live Version 2024 (50) on the basis of data sets extracted from the simulation software
and proprocessed with (16)

Once more this circumstances lead to the expectation of software faults having a minor
impact on OAR.

Next to investigations on the impact of VMPr, PSF or PHC on OAR, the progression
of the net income has to be analysed. For this reason, figure 6 relates VMPr to the average
PCb. To maximize the transparency, curves are differentiated regarding to PHC in figure 6.
The figure shows that a low rate of service contracts causes an increasing VMPr. However,
if PHC is high, an increased price reduction has nearly no impact on PCb. Furthermore if
the rate of service contracts is less than 50 %, a shortfall on the minimum fixed base-price
might cause financial losses.

In order to get comparable results, an abstraction of the results from the concrete
amount of the surplus is required. For this purpose, the calculation of the return on sales
was established. In line with this, VMPr is set in relation to the average return on sales PM.
Within the figure, curves are differentiated regarding to PHC. The illustration in figure
7 shows that a PHC within the interval [30%; 40%[ leads to a negative return on sales if
VMPr is higher than 5 %. However if the amount of service contracts is high (PHC in the
interval [60%; 80%]), a variation of VMPr has nearly no impact on PM.

5 Results

The investigations in section 4 suggests a multiple correlations within the data. In order to
answer the leading question, described in section 1, a regression analysis is performed. This
analysis aims to determine the impact of PSF, PHC and VMPr on the depending variables
OAR, PCb and PM. Within the regression analysis, a linear approximation is calculated

International Journal of Software Engineering & Applications (IJSEA), Vol.15, No.4, July 2024

19



0 0.1 0.2 0.3 0.4 0.5 0.6

3.5

4

4.5

5
·104

VMPr

av
g

O
A

R
(i

n
e

)

VMPr to avg OAR

0% ≤ PSF < 25%
25% ≤ PSF < 50%
50% ≤ PSF < 75%

Fig. 5. Impact of VMPr, influenced by PSF on avg OAR, own illustration created with TikZ (tikzpicture)
being part of TeX Live Version 2024 (50) on the basis of data sets extracted from the simulation software
and proprocessed with (16)

0 0.1 0.2 0.3 0.4 0.5
−0.5

0

0.5

1

1.5

·104

VMPr

av
g

P
C

b
(i

n
e

)

VMPr to avg PCb

30% ≤ PHC < 40%
40% ≤ PHC < 50%
50% ≤ PHC < 60%
60% ≤ PHC < 70%
70% ≤ PHC ≤ 80%

Fig. 6. Impact of VMPr, influenced by PHC on avg OAR, own illustration created with TikZ (tikzpicture)
being part of TeX Live Version 2024 (50) on the basis of data sets extracted from the simulation software
and proprocessed with (16)

International Journal of Software Engineering & Applications (IJSEA), Vol.15, No.4, July 2024

20



0 0.1 0.2 0.3 0.4 0.5
−20

−10

0

10

20

30

VMPr

av
g

P
M

(i
n

%
)

VMPr to avg PM

30% ≤ PHC < 40%
40% ≤ PHC < 50%
50% ≤ PHC < 60%
60% ≤ PHC < 70%
70% ≤ PHC ≤ 80%

Fig. 7. Impact of VMPr on avg PM, influenced by PHC, own illustration created with TikZ (tikzpicture)
being part of TeX Live Version 2024 (50) on the basis of data sets extracted from the simulation software
and proprocessed with (16)

that subtends the origin (so zero is a constant). In order to determine the significance of
the regression, the adjusted coefficient of determination R2

adj is calculated (see Rule R1).
It has to be pointed out that a non-linear regression may lead to results, being more

accurate. On the basis of the underlying economic model, it seems to be expectable that
an exponential function could result in data which explains the correlation more precisely.
However, Armbrust et al., Green and Rosemann or Hammer and Champy (5; 24; 27)
suggest keeping a model simple in general if it should be applicable. Therefore, a linear
regression is focused in order to derive the first version of this prediction model, because
its application is easier. In later versions, other forms of regressions should be tested.

Rule R1: Calculation of the adjusted coefficient of determination

In order to calculate the adjusted coefficient of determination (R2
adj), a regression of the independent

variable x to the dependent variable y has to be analysed. Let n be the number of observations and

sx,y be the standard deviation of x, y, defined as
√∑n

i=1
(xi−x)2

n
, whereas x, y are the average values

of the variables. On the basis of the covariance Cov(x, y) which is defined as
∑n

i=1
(xi−x)(yi−y)

n
, the

adjusted coefficient could be calculated as follows:

R2
adj := 1−

(
1−

(
Cov(x, y)

sx · sy

)2
)

· n− 1

n− p− 1

The adjusted coefficient of determination is in the interval of [0; 1]. The closer R2
adj comes to 1, the

stronger is the correlation and therefore the validity of the regression.
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5.1 Regression 1: PSF, PHC and VMPr → OAR

First, the impact of PSF, PHC and VMPr on OAR are investigated. The results of the
regression analysis are shown in table T2. The calculation of the regression leads to a
multiple correlation coefficient of being 0.984 and a coefficient of determination of being
0.968. On this basis R2

adj is 0.965. By performing an ANOVA-analysis, the regression yields
a F-statistic to be 3617.614 on the basis of 3 degrees of freedom. This amount proves the
statistical significance of the regression.

Table 2: Result of the regression analysis, calculated with (16)
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PHC 730,20 15,98 45,72 0,00
PSF 153,29 24,07 6,37 0,00
VMPr -1597,11 2169,04 -0,74 0,46
Table 2: Results of regression 1 .

The results in table T2 show the impact of independent variables on the quality of
regression 1. As indicated by the values of the t-statistics, PHC and PSF contribute to
the quality of the model significantly. However, the calculations revealed a t-statistics of
VMPr to be -0.736. Therefore, the null hypothesis (h0), where VMPr has no influence on
the regression, is not declinable. Furthermore, the standard error regarding to the variable
VMPr is remarkably high. Consequently, VMPr has to be removed from regression 1.

All in all, regression 1 yields to be a valid model which enables software producers to
estimate the amount of OAR on the basis of PHC and PSF. The influence of VMPr is not
statistically significant. Figure 8 shows the progression, regression 1 takes a PHC-curve-
adjustment into consideration.

Fig. 8. Regression curve phc to oar, own illustration created with (16) on the basis of data sets extracted
from the simulation software

5.2 Regression 2: PSF, PHC and VMPr → PM

During the investigations of regression 2, the impact of the independent variables PSF,
PHC and VMPr on the depended variable PM is investigated. Based on 3 degrees of
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freedom, an ANOVA analysis revealed the F-statistic to be 127.560 in regression 2. This
proves its statistical significance. However, the calculation revealed a multiple correlation
coefficient to be 0.721 which is below the value of regression 1. Consequently, the adjusted
coefficient of determination R2

adj is 0.515. Therefore, the quality of regression 2 is less than
the quality of regression 1.

Table T3 shows the impact, the independent variables have, to explain the variance
within the model in detail. Like regression 1, regression 2 also shows a high standard error
regarding to variable VMPr. However, the analysis of the t-statistics revealed the PSF to
be less than the marginal value, required to prove its contribution on a significance level of
5 %. Otherwise, the variables PHC and VMPr are able to explain the distribution of the
return on sales.

Table 3: Result of the regression analysis, calculated with (16)
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PHC 0,38 0,03 14,86 0,00
PSF -0,04 0,04 -0,95 0,34
VMPr -30,99 3,49 -8,89 0,00
Table 3: Results of regression 2 .

5.3 Regression 3: PSF, PHC and OAR → MFP

In order to elaborate a model which is applicable and able to fulfil the needs, specified in
section 1, a third regression is necessary. This regression is an inverse transformation of
OAR on to MFP. Consequently, the third regression facilitates the calculation of a valid
MFP on the basis of OAR. Next to OAR, PSF and PHC are independent variables in
regression 3.

The calculation of regression 3 revealed a multiple correlation coefficient to be 0.957
and an adjusted coefficient of determination of 0.9125. The standard error is 67.92. As
a result of an ANOVA analysis, the F-statistic is 1280.423 which proves the statistical
significance of regression 3.

Table 4: Result of the regression analysis, calculated with (16)
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PSF 0.48 0.23 2.13 0.03
PHC -0.89 0.36 -2.45 0.02
OAR 0.01 0.00 12.70 0.00
Table 4: Results of regression 3 .

In table T4 the impact of the independent variables on the quality of the regression is
described. The calculation of a t-statistic revealed the variables PSF, PHC and OAR to
make a significant contribution to the statistical quality of the model. Therefore, regression
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3 serves as a basis to find a prediction function in order to calculate the critical MFP. A
critical MFP is defined as MFP where software producers have no earnings and no losses.

In order to determine the critical MFP, the minimum turnover has to be calculated at
first. In order to do so, the earning-functions (e := OAR → OAR−(OAR·0.3347+22.600))
point of intersection with the x-axis has to be calculated on the basis of the above mentioned
explanations. The axial section is at 33969.63 e.

As a consequence, the critical MFP could be predicted by using the formula estMFP :=
(PSF, PHC) → 0, 4781PSF − 0, 891PHC + 207, 21. The figure shows an increasing PSF
to require a higher MFP (except for the standard error, mentioned before). Furthermore,
a decreasing PHC requires a higher MFP in order to avoid financial losses.

6 Conclusion

In practice, software producers are forced to agree on fixed-price contracts due to economic
reasons. In order to calculate a valid fixed-price, software producers need to know the
minimum price required. A model to calculate the minimum fixed-price can be restricted
to three independent variables. These are the probability of processing cycles (PSF), the
potential of cross-subsidisation (PHC) and the minimum fixed-prices (MFP, resp. VMPr).

During a simulation 356 scenarios were analysed which differ in the amount of PSF,
PHC and MFP/VMPr. The basis of this simulation-study is the model of a simple software
development process. The personal capacity was not changed during the simulation. On
the basis of an optimistic assumption, the lowest possible minimum base-price was calcu-
lated by assuming a maximum productivity. This minimum base-price was deceeded by a
percentage (VMPr, varied in the interval [0%; 50%]) for each scenario before its simula-
tion. This leads to the MFP which was used in order to parametrize the simulation model
that belongs to a scenario. During the simulation the amount of accounts receivables was
calculated in an optimistic manner for a software producer. This amount of accounts receiv-
ables which does not conform to the turnover absolutely (payment-effective), is required
by the software producer to cover his whole costs and to realize his earnings. Investigations
on income statements of different software producers in Germany show the percentage of
fixed costs (except personal costs) of turnover to be about 33.47 %. Therefore, next to
the amount of accounts receivables, the return on sales could be considered as dependent
variable.

The calculations of three regressions show PHC, PSF and MFP/VMPr to have a
high impact on OAR, PCb or PM. The investigation confirms that software producers
have to obtain a minimum turnover in order to avoid financial losses. Software producers
whose production configurations match those of the model, described in this paper, re-
quire a turnover of 33969.63 e at least. Combining this with the results from regression
3, leads to a function, applicable to predict the critical MFP estMFP := (PSF, PHC) →
0, 4781PSF −0, 891PHC+207, 21. The prediction function estMFP enables software pro-
ducers to determine the required MFP which leads to no earnings and no losses (except
the described standard error of 67.92).

In order to derive a simple model which is applicable in practice, a linear regression was
calculated. In further investigations it might be tested if other forms of approximations
lead to results which are more precise. Furthermore, the time preference of payments (in
this case, receivables) might be considered in an enhanced model, in order to determine
the value of investments in price reductions by the use of classical methods of investment
appraisal.
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