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ABSTRACT 
 
Uzbekistan is among the top remittance-receiving countries in the world. However, there is a lack of 

empirical research on how remittances influence recipients' financial inclusion and spending patterns. 

Existing studies primarily rely on survey-based or macroeconomic data, which often overlook key 

characteristics of remittances and their recipients.As a result, these studies reveal a homogeneous effect of 

remittances and fail to provide practical insights for financial institutions. This study addresses this 

research gap by exploring the factors shaping saving behaviour among remittance recipients in 

Uzbekistan. Using a dataset from 2017 to 2023, machine learning models, and SHAP values, we 

investigate the heterogeneous contribution of characteristics of recipients and remittances on the adoption 
of bank deposits. Our results reveal that gender, age, amount, and duration of remittances significantly 

influence deposit acceptance, while the origin of remittances has no effect. The insights derived from this 

study can aid policymakers and financial institutions in designing targeted strategies to encourage saving 

among remittance recipients and enhancing financial inclusion in country. 
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1. INTRODUCTION 
 

Financial inclusion refers to individuals' adoption and use of financial products and services [1]. 

It is an indicator of the availability, accessibility, and usage of the formal financial system by all 
participants in the economy. Account ownership and adoption of retail loans and deposits are 

fundamental measurements of financial inclusion. Financial inclusion is a gateway that enables 

individuals to use financial services to facilitate economic development [2]. 

 
Financial inclusion was neglected in Uzbekistan for a long time. In 2017, the government 

initiated reforms in the financial sector. The main goal of these reforms was to provide citizens, 

households, and SMEs with access to financial institutions. Development strategies included 
expanding financial inclusion by adopting digital payments, bank accounts, retail loans, and 

deposits[3]. 

 
As a result, access to financial services has increased since 2018. Between 2017 and 2023, the  

volume of retail loans grew tenfold. The volume of remittance inflows through financial 

institutions doubled by 2022 but slightly declined in 2023. The volume of retail deposits grew 

around fivefold, despite high interest rates[4](Figure 1). 
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Figure 1. Growth of retail loans and deposits [4]. 
 
Migration and remittances are a primary source of income for many people. Remittance 

recipients often lack prior experience with banks, resulting in low awareness of financial 

products. However, they are likelier to adopt banking services and products than non-recipients 
[5]. 

 

Remittances are peer-to-peer cross-border money transfers to migrants’ home countries, through 
official channels from the countries where they temporarily work or live[6]. Several factors affect 

how received remittances are spent. The origin of remittances or the destination country of the 

migrant is one of the factors determining factors how this money is spending. According to[7], in 

Kenya, remittances from North America significantly increased the adoption of bank deposits, 
while remittances from Europe showed no effect. In North and Central Asia, remittances from the 

US are saved and spent wisely [8]. Among the top ten remittance-receiving countries, remittances 

from developing countries have enhanced bank savings and account openings. In contrast, 
remittances from developed countries have facilitated the development of the stock market [9]. In 

Nigeria, remittances originating from within Africa have increased expenditures on education and 

food, while those from outside Africa are invested in real estate[6]. In Romania[10]no differences 
between remittances from EU and non-EU countries were found.  

 

Such contradicting findings indicate that the impact of remittances varies by country, 

emphasizing the need for country-specific studies to gain accurate insights. Despite Uzbekistan 
being one of the top remittance-receiving countries in the world, there is limited research on the 

effect of remittances on saving behaviours. Moreover, existing literature relies on survey or 

macro-level data, which does not capture the specific features of remittances, the changing 
impact of variables over time, or the actual financial behaviour of recipients. The “black-box” 

nature of machine-learning models also limits the interpretability of findings. Consequently, these 

studies reveal a homogeneous effect of remittances, failing to provide practical insights for 

financial institutions. This study addresses these research gaps by utilizing transactional data 
from a commercial bank and employing machine-learning models and SHAP values to reveal the 

contribution of each value of independent variables. 

 
This study makes several contributions to the literature. First, it is the first study to empirically 

investigate the effect of remittance characteristics and recipient profiles on saving behaviour. 

Second, using the latest transactional data, this research goes beyond the limitations of survey 
and macro-level data. Third, this study develops a highly accurate machine-learning model and 

explores the contribution of each value of independent variables. This novel approach enables the 
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interpretation of results and reveals the heterogeneous effect of these variables on the outcome. 
Finally, this study offers practical recommendations for financial institutions looking to 

encourage remittance recipients to open deposit accounts, as well as for policymakers aiming to 

leverage remittances to enhance financial inclusion and drive economic growth. 

 
The rest of this paper is structured as follows: Section 2 provides a review of relevant literature. 

Section 3 introduces the dataset and outlines the methodology. Section 4 evaluates the 

performance of machine learning models and examines the influence of key variables. Section 5 
presents a discussion, while Section 6 summarizes the findings and concludes the study. 

 

2. LITERATURE REVIEW 
 

2.1. Impact of Origin of Remittances on Financial Inclusion 
 

Many studies have found controversial findings about whether and in what way remittances 

benefit financial inclusion and economic development at both macro and micro levels. It is 
generally agreed that remittances reduce poverty and stimulate financial inclusion. Here, we 

move beyond the general discussion on the overall impact of remittances to focus on the specific 

characteristics of remittances and receivers, as the magnitude of the effect varies among these 
characteristics. 

 

Many remittance corridors exist between developed and developing countries, each with unique 

characteristics regarding volume, sending cost, transfer method, and influence on the spending 
behaviour of recipients (Table 1). Studies analyze differences in remittances received from these 

corridors. According to [11], remittances from middle-income countries have increased the usage 

of ATMs and debit cards in Nigeria. In Kenya, remittances from North America have had a 
positive and statistically significant effect on deposit volumes, while remittances received from 

Europe have shown no effect [7]. [9, 8] explain these differences by the skill levels of migrants. 

The authors suggest that remittances from relatively low-skilled migrants significantly impact 
financial inclusion more than those from their high-skilled counterparts.  

 
Table 1. Summary of literature on the impact of remittance corridors 

 

Relationship Result 
Sending 

country 

Receiving 

country 
Author 

Remittances  Bank 

Deposits 

Remittances from North America 

positively affect the adoption of 

bank deposits, while the impact of 

remittances from Europe is 

insignificant.  

North 

America, 

EU, Rest of 

the world 

Kenya [7] 

Remittances  

Financial Inclusion 

Remittances from middle-income 

countries increase the usage of 

ATMs and debit cards. 

Middle-

income 

countries, 

High-income 
countries 

Nigeria [11] 

Remittances  

Entrepreneurship 

Remittances from the Gulf 

Cooperation Council (GCC) and 

developed countries positively 

impact entrepreneurship compared 

to remittances from India. 

Gulf States, 

Developed 

countries, 

India 

Nepal [12] 
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Remittances  

Poverty and Inequality 

Remittances from India decrease 

income inequality and have the 

largest impact on poverty 

reduction. 

India, 

developed 

countries 

Nepal [13] 

Remittances  GDP There is no difference in the effect 

of remittances from EU countries 

and non-EU countries. 

EU, Rest of 

the world 

Romania [10] 

Remittances  

spending behaviour 

Remittances from African 

countries increase expenditures on 

education and healthcare, while 

remittances from outside Africa 
increase investments in real estate. 

African 

counters, 

Rest of the 

world 

Nigeria [6] 

Remittances  

financial development 

Remittances from GCC countries 

have a more significant impact on 

financial inclusion than those from 

G7 countries. 

GCC 

countries, 

G7 countries 

China and 

India 

[9] 

Remittances  

spending behaviour 

Remittances from Western 

Europe, the United States, and 

Canada increase healthcare and 

education expenditures more than 

those from GCC countries. 

Western 

Europe, the 

US, Canada, 

GCC 

countries 

Kerala 

(India) 

[14] 

 
However, conflicting conclusions also exist. In Nepal, remittances from India, which are much 

lower on average, have shown the most significant impact on poverty reduction compared to 

remittances from developed countries[13]. In Romania, [10] found no difference between the 

effects of remittances received from EU countries and those from non-EU countries.  
 

Besides money, migrants transfer technologies and business ideas to their home countries. By 

reducing credit constraints and increasing the availability of capital, remittances create favourable 
conditions for entrepreneurship[15]. In Nepal, return migrants from GCC and developed 

countries have a higher probability of starting their businesses than return migrants from India 

[12]. Examining migration from Moldova [16] found that migrants in EU countries tend to remit 
longer than migrants in CIS countries. 

 

2.2. Determinants of Saving Behaviour 
 

Savings behaviour refers to the financial choices individuals or households make when allocating 

their income between consumption and savings. This decision is influenced by various factors, 

including the availability of formal savings instruments and trust in financial institutions, which 
in turn affect investment rates and overall economic growth[24]. 

 

The most commonly used control variables in research on saving behaviour are age and gender. 
The significant effect of the age variable in many studies suggests that older individuals are more 

likely to hold deposit accounts in financial institutions [17]. As people age, their intention to save 

more for post-retirement life increases. Receiving remittances also positively contributes to the 
formation of saving behaviour among young people [18, 19]explains a non-linear relationship 

between age and savings through financial behaviour, noting that while middle-aged individuals 

have higher financial literacy, younger and older individuals exhibit more active financial 

behaviour. However, this pattern does not hold universally. Empirical evidence from studies by 
[20, 21, 13] reveals no relationship between age and the savings behaviour of remittance 

recipients. 
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Men and women demonstrate significantly different saving behaviours. First, women tend to 
prioritize daily consumption, such as food and other household needs, over savings[22]. Second, 

women often do not make financial decisions, while men are typically responsible for the 

household’s financial affairs. Consequently, men are more active in adopting financial products, 

including bank deposits [23, 18]. Third, women are more likely to save for short-term needs, 
while men save for medium- and long-term goals [24]. Finally, women generally have a lower 

risk tolerance, which negatively affects their saving behaviour[25]. However, [26, 27, 19] have 

found that gender has an insignificant effect on saving behaviour. 
 

Restrictions on international travel and customs controls during the COVID-19 pandemic 

severely limited the use of informal remittances, such as carrying cash. As a result, remittance 
senders had to rely on mobile (digital) money transfers. This shift to mobile remittances 

improved users’ digital and financial literacy and facilitated the adoption of other financial 

services by previously unbanked individuals [28, 26, 29]. The increased use of mobile has led to 

a rise in mobile deposit accounts[30]. While mobile money usage does not necessarily encourage 
people to save more, it promotes the transition from informal saving to formal saving. Thus, 

mobile remittances serve as a gateway to financial inclusion, amplifying their overall impact [31]. 

 

2.3. Utilizing ML models in banking 
 

In the modern financial sector, leveraging data science enables institutions to gain deep insights 
into customers’ behaviour before and after product adoption, as well as their preferences and risk 

profiles. The use of customer datasets in this context represents a paradigm shift in how financial 

institutions enhance their marketing strategies. Increasingly, financial institutions are focusing on 
machine-learning models to analyze existing customer data, aiming to boost cross-selling, 

revenue, and service levels [32]. 

 
Researchers have used historical data to predict future purchases. For instance, [33]analyzed data 

from an insurance company in Turkey to explore whether insurance purchase behaviour could be 

predicted based on past customer behaviour. The author suggests using the DT algorithm, as it 

shows the best performance. [34] examined machine-learning techniques to predict the likelihood 
of additional health insurance adoption in South Africa. The author employed random forest, K-

nearest neighbors, XGBoost, and LR on data from existing customers. This study found that RF 

performed best, achieving the highest accuracy and F1 score. 
 

Traditionally, retail banks have used demographic data and statistical models to predict a 

customer's likelihood of purchasing financial products. [35]recommends addressing the 

limitations of this approach by incorporating multi-year transactional data. The study's findings 
highlight that transaction data provides valuable insights into customer behaviours and 

significantly enhances the predictive accuracy of cross-selling models. [36]introduced a hybrid 

model utilizing recurrent neural networks to process both sequential and non-sequential features, 
capturing behavioural and non-behavioural customer-specific information. When tested on online 

shopping data, the model demonstrated that combining relevant features improves predictive 

performance, enhancing evaluation metrics by 12%. 
 

In another example, [37] applied the LR model to assess mobile phone usage for financial 

transactions, demonstrating its statistical significance. [38] used the LR model to predict bank 

performance, aiming to anticipate potential bank failure and develop an early warning system. 
Similarly, [39] applied various models, including Extra Trees Classifier, RF, Categorical Boost 

Classifier (CatBoost), Light Gradient Boosting, and Extreme Gradient Boosting, to evaluate loan 

credit disapproval on vulnerable applicants. The results of this study showed that the Extra Trees 
Classifier and RF provided the highest accuracy. To detect distributed denial-of-service attacks 
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on financial institutions, [40] applied SVM, K-nearest neighbors algorithm, and RF. Comparative 
results showed that SVM was more robust than K-nearest neighbors and RF. 

 

In credit scoring, [41] developed regression models to estimate borrowers’ default probabilities. 

The author conclude that machine-learning models outperformed FICO credit scoring. Among 
the tested models, XGBoost showed higher accuracy but was less effective for cumulative 

expected credit loss. Although accuracy is an important measure for model evaluation, it may not 

suffice for evaluating the performance of the credit-scoring model. [42]applied stochastic 
gradient descent, K-nearest neighbors, and RF models to predict bank term deposit subscriptions. 

In this study, RF exhibited the best performance among the evaluated models. [32] highlighted 

Convolutional Neural Networks’ superior performance over traditional models like RF and LR. 
The author emphasized the potential of this model in transforming digital marketing strategies in 

banking. [43] introduced a class membership-based model. It is a transparent approach adapted to 

heterogeneous data that leverages nominal variables in its decision-making function.  

 
After reviewing the literature, we decided to choose XGBoost, CatBoost, and RF models for our 

analyses, as they align with our research questions, context, and data. Model performance is 

evaluated using accuracy, precision, recall, F1 scores, and receiver operating characteristics 
(ROC and AUC). In the last step, we present SHAP values to identify the contribution of each 

value of each factor. 

 

3. MODEL, DATA, AND METHODOLOGY 
 

3.1. Model 
 
The basic regression model in this study is: 

 

𝑆𝑎𝑣𝑖 = 𝛼𝑖 + 𝛽𝑖𝑅𝑖 + 𝛾𝑖𝑋𝑖 + 𝜀𝑖  (1) 
 

where 𝑆𝑎𝑣𝑖 is a dummy variable indicating whether an individual has a bank deposit or not. 

𝑅𝑖denotes remittances, 𝑋𝑖represents the recipient’s characteristics, α, β, and γ are the estimated 

regression coefficients, and 𝜀𝑖 signifies the error term. 
 

The characteristics of remittances play a crucial role in remittance analysis [6]. To 

comprehensively account for these factors, we incorporate five variables: the origin of 

remittances, type (online or cash), frequency of receipts, total amount received, and duration of 
remittance inflows. Table 2 presents definitions and sources for the variables. 

 
Table 2. Definitions and sources of variables 

 
Variable Definition Source 

Saving An individual having a deposit account in a financial 
institution 

[44] 

Amount of remittances The total amount of remittances received  [11] 

Number of receipts Number of remittance transactions  [45] 

Duration of remittance receipt  The time between the first and latest remittance receipts [46] 

Origin of remittances Remittance-sending country [47] 

Type of transactions Remittances received via online transaction or cash [48] 

Age Age of recipient [27] 

Gender Gender of recipient  [27] 
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3.2. Data 
 

Our study follows a typical data analytics approach. We analyze the business context, inspect the 

original data, prepare it for modeling, apply models, evaluate their performance, and present 
SHAP values per disciplinary standards. 

 

A challenge in studying the relationship between remittances and bank deposits is the lack of 
datasets containing transactional data on both. In this study, data is provided by a commercial 

bank in Uzbekistan. The remittance data represents transactions of recipients who received 

remittances via KoronaPay. The bank deposits data reflects the presence of fixed-term or savings 

deposits. The final dataset consists of aggregated remittance and bank deposit data. 
 

The total remittance amount represents the cumulative sum of all received remittances, measured 

in millions of Uzbek soums. The receipt duration denotes the number of months between the first 
and last remittance transactions. Dummy variables are used to categorize remittances from 11 

countries (e.g., the UK, Germany, and Russia), covering 98% of total remittances to 

Uzbekistan.Remittances from other countries are combined into a single variable. Additionally, 
internal remittances from Uzbekistan are grouped into a separate dummy variable, which is 

excluded as per the requirements for dummy variable implementation. 

 

Country dummy variables represent the origin of each remittance. If a recipient received 
remittances from multiple countries, the country with the largest remittance amount is assigned. 

Transaction type is coded as “1” if money is received through a mobile application and “0” for 

cash receipt. If a customer receives both types, the method with the highest amount is assigned. 
Age is treated as a continuous variable, while gender is represented as a dummy variable, 

assigned a value of “1” for females and “0” for males. The dependent variable, “saving,” takes 

the value of “1” if the recipient holds a savings or fixed-term deposit and “0” if they do not. 
Table 3 describes the dataset. 

 
Table 3. Description of data 

 

continues variables count min max 

number_of_receipts 153,444 1,0 185,0 

amount_of_remittances 153,444 0,01 2 712,6 

duration_of_remittance_receipt 153,444 0,0 69,0 

age  153,444 16 87 

dummy variables 1 0 

gender (female/male) 76,766 76 678 

type_of_transactions (online/offline) 88,001 65 443 

UK 432 153 012 

Israil 1,110 152 334 

Kazakhstan 16,876 136 568 

South_Korea 1,589 151 855 

Khyrgystan 3,003 150 441 

Russia 120,739 32 705 

USA 164 153 280 

Turkey 4,303 149 141 

Finland 1,022 152 422 

Czech_Republic 339 153 110 

other_countries 2,957 150 487 

saving 2,529 150 915 
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Our dataset includes continuous and dummy variables, with an imbalanced outcome variable that 

is often “0”. To address this issue, we sample the dataset using the SMOTE-ENN approach. After 

applying this method, the size of our dataset is increased, with 141,801 instances for “1” in and 

131,234 “0” values. 
 

3.3. Methodologies 
 

Tree boosting is one of the most effective machine learning methods. In this study, we utilize 

three classification models: categorical boosting (CatBoost), extreme gradient boosting 

(XGBoost), and random forest (RF). CatBoost is a gradient-boosting algorithm based on 
balanced decision trees with a symmetrical structure. It has two main advantages over other 

supervised machine-learning models. First, it saves time during the data preprocessing stage as it 

handles all variable types, including numeric, categorical, and text data. Second, it efficiently 
uses CPU resources to reduce prediction time and prevent overfitting [5]. 

 

XGBoost utilizes multiple cores to create trees and organizes data to minimize search time. This 
feature allows it to have a shorter training time and better performance than other gradient-

boosting algorithms [49]. In addition, gradient-boosting algorithms often outperformother 

classifiers in accuracy[40]. 

 
Random Forest (RF) is an extension of the bagging technique, generating multiple decision trees 

during training. [50]. RF functions by combining multiple tree predictors, where each tree 

depends on randomly selected values with identical distributions for all trees. Its performance is 
influenced by the predictive strength of individual trees and their correlation[51]. 

 

To evaluate model performance, we use confusion matrix, accuracy, recall, precision, F1- Score, 
and ROC-AUC recommended by [39, 52, 41, 53]. Accuracy represents the percentage of correct 

predictions, calculated as: Accuracy = (𝑇𝑃 + 𝑇𝑁) / (𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁), where TP (True 

Positives), TN (True Negatives), FP (False Positives), and FN (False Negatives) represent 

classification outcomes. Recall, or true positive rate, is the ratio of correctly predicted positives 
out of all actual positives: Recall = TP / (TP +FN). Precision is the proportion of correctly 

predicted positives out of all predicted positives: Precision = TP / (TP +FP). F1-score combines 

precision and recall: 𝐹1 − 𝑆𝑐𝑜𝑟𝑒 = 2∗𝑃∗𝑅 / (𝑃 + 𝑅) [39]. 
 

The confusion matrix visually distinguishes classified and misclassified outcomes, with one axis 

representing predicted values and other actual values[40]. The receiver operating characteristic 

(ROC) curve plots the false positive rate on the X-axis and the true positive rate on the Y-axis 
[39]. The area under the curve (AUC) enables model comparison. Higher AUC values indicate 

greater accuracy [53]. 

 
We apply Shapley additive explanations (SHAP values) to provide interpretability for machine-

learning models. SHAP values are model-independent, relying only on model outputs and 

observed values. Unlike methods such as average impurity reduction or feature permutation, 

which provide feature importance without insight into individual values, SHAP values reveal the 
effects of different variable values on outcomes, transforming “black box” models into “white 

box” models[54]. Thus, SHAP values transform “black box” machine-learning models into 

“white box” models. 
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4. RESULTS 
 
CatBoost: first, we predict the outcome variable on original and sampled datasets using the 

CatBoost classifier (Figure 2). The CatBoost model demonstrates better performance in terms of 

the confusion matrix and ROC curve compared to the original dataset. For the original dataset, 

the CatBoost model correctly predicts 5 positive outcomes and 37,882 negative outcomes. The 
number of false positives and false negatives is 9 and 672, respectively (Figure 2 (a)). The area 

under the curve (AUC) is 0.50 (Figure 2 (b)). 

 
Original dataset SMOTE-ENN 

a) 
b) 

c) 

d) 

Figure 2. Confusion matrix and ROC curve of CatBoost model on original and sampled (SMOTE-

ENN) datasets 

 
On the sampled dataset, the CatBoost model correctly predicts 25,896 positive outcomes and 

29,432 negative outcomes. The number of false positives and false negatives are 6,708 and 6,223, 

respectively (Figure 2 (c)). AUC is equal to 0.81 (Figure 2 (d)). 

The first column of Table 4 displays the accuracy, precision, recall, and F1-scores for the 
CatBoost model when applied to the original dataset. The results—an accuracy of 0.982, 

precision of 0.429, recall of 0.004, and F1-score of 0.009—suggest that the CatBoost model 

performs poorly on the original dataset. 
 

To assess potential overfitting, we evaluate the model using five sub-datasets. The dataset is 

divided into five folds, with each fold serving as the test set in one iteration while the model is 
trained on the remaining data. This cross-validation technique ensures that each fold is used as a 

test set once, allowing us to compute performance scores across the entire dataset. The cross-

validation results for the original dataset remain consistent across folds, ranging from 0.982 to 

0.984, indicating that overfitting is not an issue. 
 

Table 4. Accuracy, precision, recall, and F1-scores of CatBoost model on original and SMOTE-ENN 

datasets. 

 

 
 

 
 

 

 

 
 

The second column of Table 4 presents the accuracy, precision, recall, and F1-scores on the 

SMOTE-ENN dataset. An accuracy score of 0.811, precision score of 0.814, recall score of 
0.825, and F1-score of 0.820 indicate that the CatBoost model performs much better on the 

SMOTE-ENN dataset than on the original dataset. However, the cross-validation scores for the 

 Original dataset SMOTE-ENN 

accuracy_score: 0.982 0.811 

precision_score: 0.429 0.814 

recall_score: 0.004 0.825 

F1-Score 0.009 0.820 

Cross-validation: 0.982 0.983 0.983 0.983 0.984 0.778 0.781 0.817 0.805 0.803 

scores.mean: 0.964 0.797 
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SMOTE-ENN dataset are less stable across folds, varying from 0.778 to 0.817. This small 
variation suggests a minor overfitting issue. 

 

XGBoost: The number of false positives and false negatives is 4 and 674 respectively (Figure 3 

(a)). The area under curve AUC= 0.50 (Figure 3 (b)).  

 

On the SMOTE-ENN dataset, the XGBoost model correctly predicts 27,269 positive outcomes 
and 30,788 negative outcomes. The number of false positives and false negatives is 5,335 and 

4,867, respectively (Figure 3 (c)). The area under the curve AUC= 0.85 (Figure 3 (d)). 

 
The first column of Table 5 presents the accuracy, precision, recall, and F1-scores for the 

XGBoost model on the original dataset. An accuracy score of 0.98, precision score of 0.0.43, 

recall score of 0.004, and F1-score of 0.009 indicate that the XGBoost model performs poorly on 
the original dataset. The cross-validation scores for the original dataset are stable across folds, 

ranging from 0.982 to 0.984. This very small variation suggests no overfitting. 

 
Table 5. Accuracy, precision, recall, and F1-scores of XGBoost model on original and SMOTE-ENN 

datasets. 

 
 Original dataset SMOTE-ENN 

accuracy_score: 0.982 0.851 

precision_score: 0.429 0.852 

recall_score: 0.004 0.864 

F1-Score 0.009 0.858 

Cross-validation: 0.982 0.983 0.984 0.984 0.984 0.812 0.820 0.852 0.835 0.833 

scores.mean: 0.964 0.830 

 

The second column of Table 5 presents the accuracy, precision, recall, and F1-scores of the 

XGBoost model on the SMOTE-ENN dataset. An accuracy score of 0.851, precision score of 
0.852, recall score of 0.864, and F1-score of 0.858 indicate that the XGBoost model performs 

very well on the SMOTE-ENN dataset. The cross-validation scores for the SMOTE-ENN dataset 

are stable across folds, ranging from 0.812 to 0.852. This slight variation suggests a small 

overfitting issue. 
 

 

 
 

 

 
 

Original dataset SMOTE-ENN 

a) b) c) d) 

 

Figure 3.Confusion matrix and ROC curve of XGBoost model on original and sampled (SMOTE-ENN) 

datasets 
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RF: On the original dataset, the RF model correctly predicts 3 positive outcomes and 37,518 

negative outcomes. The number of false positives and false negatives are 373 and 674, 

respectively (Figure 4 (a)). The area under curve AUC= 0.50 (Figure 4 (b)). On the SMOTE-

ENN dataset, the RF model correctly predicts 29,226 positive outcomes and 33,550 negative 
outcomes. The number of false positives and false negatives are 3,378 and 2,105, respectively 

(Figure 4 (c)). The area under curve AUC= 0.92 (Figure 4 (d)). 

 
The first column of Table 6 presents the accuracy, precision, recall, and F1-scores of the RF 

model on the original dataset. An accuracy score of 0.97, precision score of 0.008, recall score of 

0.004, and F1-score of 0.006 indicate that the RF model performs poorly on the original dataset. 

However, the cross-validation scores for the original dataset are stable across folds, ranging from 
0.969 to 0.974. This slight variation indicates that there is no overfitting issue. 

 
Table 6. Accuracy, precision, recall, and F1-scores of RF model on original and SMOTE-ENN datasets. 

 
 Original dataset SMOTE-ENN 

accuracy_score: 0.973 0.920 

precision_score: 0.008 0.910 

recall_score: 0.004 0.941 

F1-Score 0.006 0.924 

Cross-validation: 0.974 0.972 0.974 0.969 0.972 0.914 0.915 0.924 0.909 0.916 

scores.mean: 0.972 0.915 

 
The second column of Table 6 presents the accuracy, precision, recall, and F1-scores of the RF 

model on the SMOTE-ENN dataset. An accuracy score of 0.920, precision score of 0.910, recall 

score of 0.941, and F1-score of 0.924 indicate that the RF model performs very well on the 
SMOTE-ENN dataset. The cross-validation scores for the SMOTE-ENN dataset are stable across 

folds and range from 0.909 to 0.924. This variation suggests that there is no overfitting issue. 

 
We do not use any hyper-parameter optimization, as our all models demonstrate high 

performance. These results show that all machine-learning algorithms perform well on the 

SMOTE-ENN dataset, achieving high accuracy, recall, precision, and F1-scores. Among the 

algorithms considered, the RF model shows superior overall performance, with an accuracy score 
of 0.992, a precision score of 0.997, a recall score of 0.987, and F1-score of 0.992. The consistent 

cross-validation scores across folds indicate no overfitting. Therefore, the combination of the RF 

model and SMOTE-ENN sampling method is recommended as the optimal choice for building 
deposits cross-selling prediction models on imbalanced data. 

 

 

Original dataset SMOTE-ENN 

a) b) c) d) 

 

Figure 4. Confusion matrix and ROC curve of RF model on original and sampled (SMOTE-ENN) 

datasets 
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Figure 5. Summary plot of SHAP values for the RF model 
 

 

SHAP values: in the next step, we calculate SHAP values for the RF model to understand the 
contribution of each value of the independent variables to a particular outcome. A summary plot 

visualizes the relationship between an independent variable and an outcome variable(Figure 5). 

 

Figure 5 shows that high values of remittance amount, remittance receipt duration, gender, and 
age have a strong positive impact on the model’s output. In contrast, low values for the number of 

receipts and transaction types are associated with a positive impact on the model’s outcome. This 

means that online remittances are less likely to be saved compared to offline remittances. Low 
and high values for all countries, except Kyrgyzstan, have minimal impact. High values of 

Kyrgyzstan, however, have a strong negative impact. 

 

Next, we analysed the contribution of features to specific “0” and “1” outcomes. SHAP force 
plots provide insights into how features contribute to the model’s prediction. Force plots are ideal 

for explaining how a model calculates a particular outcome (Figure 6). In the force plot, features 

with larger impacts on the predicted outcome are located closer to the dividing line between red 
and blue. The width of each cell indicates the size of the impact. In Figure 6 (a), the age is “28” 

and the gender is “0”, indicating the client is a 28-year-old man. The amount of remittances 

received is 3 million soums. A remittance receipt duration of “0”, and the number of receipts of 
“1”, indicate that this is a new client. A transaction type of “1” means that remittances are 

received online. Red represents features that increase the outcome, while blue represents features 

that lower it. 
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a) 

b) 

 
Figure 6. Force plot of SHAP values on “0” (a) and “1” (b) outcomes 

 

Figure 6(b) shows the force plot for an instance classified as adopting a bank deposit (savings = 

1). The predicted value for this instance is f(x) = 1. The client is a 22-year-old man. The blue 
colour of the gender variable indicates a negative contribution of this value to the predicted 

outcome A remittance receipt duration of “17” indicates that the client has been using the bank 

for over a year. A number of receipts equal to “3” indicates this is the client’s third receipt The 
red colour of these features indicates that they increase the predicted outcome. 

 

In the final stage, we utilize a stacked force plot to illustrate the nonlinear relationship between 

the outcome variable and key independent variables, including age, remittance amount, and 
remittance duration. These variables are chosen due to their varied impact, as observed in Figure 

5. The stacked force plot of SHAP values is especially effective in visualizing how different 

values of specific independent variables influence the outcome (Figure 7). The analysis reveals 
that age has a strong positive effect on the outcome variable, particularly for individuals aged 31 

to 36 and those over 63. 

 
The effect of age on the outcome variable is high and positive for clients aged 31 to 36 and over 

63. This can be explained by the tendency of clients aged 30-36 to save money for their 

children’s education or future expenses. In Uzbekistan, elderly parents of migrants frequently 

receive remittances from their children working abroad. This money is often saved by parents, 
who are typically over 60 years old, to support their children in purchasing real estate or vehicles 

upon their return. Serving as trusted custodians, these parents effectively function as informal 

savings managers, safeguarding the financial resources of their migrant children. 
 

 

 
 

 

 

 
 

 



Machine Learning and Applications: An International Journal (MLAIJ) Vol.12, No.1, March 2025 

28 

 
 

 

 

 
 

  

a) 

 
 

 

 
 

 

 

b) 

 
 

 

 

 
 

 

c) 

 
Figure 7. Stacked force plot (a) age, (b) amount of remittances, (c) duration of remittance receipts 

 

The impact of the remittance amount is high and positive for clients receiving between 30-300 

million soums and those receiving more than 450 million soums. These amounts suggest that 

clients receiving up to 30 million soums spend it on basic needs, whereas clients receiving over 
30 million soums start to save. However, remittances between 300-450 million soums have the 

lowest impact. The effect of remittance duration is positive starting from the fourth month and 

increases consistently. This trend can be explained by the fact that migrants initially need to 
cover essential expenses during the first 3-4 months before they start saving. 

 

5. DISCUSSION  
 

Our findings indicate that the origin of remittances does not significantly influence the saving 
behaviour of remittance recipients in Uzbekistan. This result aligns with the results of [62, 63] 

and contrasts with other studies. These discrepancies may be attributed to the scope of our 

analyses. We use eleven countries to represent the origin of remittances. Previous research often 
focused on comparisons between two countries or regional groups such as the EU, GCC, or 

domestic and international remittances. 

 

In Uzbekistan, female recipients are more likely to adopt bank deposits than their male 
counterparts. This finding contradicts previous research of[23, 18] and others. A potential 

explanation for this difference is gender distribution within our dataset. Our dataset includes an 

almost equal distribution of male and female clients, unlike previous studies, which were often 
male-dominated. Additionally, we find that online remittances negatively impact saving 
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behaviours, contradicting the conclusions of [28, 29, 26]and other researchers. This discrepancy 
may be attributed to differences in data collection periods. The cited studies relied on data 

gathered before or during the COVID-19 pandemic, whereas our dataset focuses on the post-

pandemic period, during which the previously observed positive influence of online transactions 

may have diminished. 
 

In Uzbekistan, the saving behaviours of remittance recipients are influenced by factors such as 

the age and gender of the recipient and the amount and duration of remittances. The duration of 
remittance receipts emerges as the strongest predictor of adopting a bank deposit. However, the 

impact of these factors varies as their values increase, suggesting heterogeneity in their effects. 

 

6. CONCLUSION 
 
The impact of remittances on financial inclusion remains a topic of debate in policy discussions 

and country-level studies, with findings often producing mixed results. It is generally accepted 

that remittances stimulate financial inclusion. In this study, we move beyond the overall impact 
of remittances and focus on the specific characteristics of remittances and recipients, as the 

magnitude of the effect varies depending on these variables. 

 
The primary purpose of this study is to analyse the factors shaping the saving behaviour of 

remittance recipients. To achieve this, we use data from clients who received remittances 

between 2018-2023 as well as data from clients who hold fixed-term or saving deposits in a 

commercial bank in Uzbekistan. Our dependent variable is categorical (whether or not the 
individual has a deposit account), and we assume a nonlinear relationship between the 

independent and dependent variables. We apply the CatBoos, XGBoost, RF models, and 

SMOTE-ENN data sampling methods. We use SHAP values to interpret the outputs of these 
models and reveal the heterogeneous impact of different values of independent variables. 

 

Our findings indicate that gender, age, remittance amount, and remittance duration significantly 
influence the likelihood of deposit adoption. Female recipients are more likely to hold bank 

deposits than their male counterparts, while remittance duration emerges as the strongest 

predictor of saving behaviour. Additionally, cash remittances are more frequently saved than 

online transfers. Age has a consistently positive effect on savings after 60, whereas the country of 
remittance origin does not show a significant impact. 

 

Based on these insights, we propose several recommendations for financial institutions: 
 

 Financial institutions should work to increase remittance inflows to attract more retail 

deposits. Key steps include reducing transaction fees and developing new, affordable, 

secure online money transfer services. 

 Although remittances are a low-profit product, they increase the adoption of bank 

deposits. Banks should target remittance recipients to promote deposit products.  

 Potential clients should be targeted based on age, gender, or remittance amount. 
Targeting customers based on the origin of remittances should be avoided.  

 Financial institutions should build a recommender system based on machine-learning 

models similar to ours and deploy it to attract more deposit holders. 

 Financial institutions should use remittances as an entry point to attract previously 

unbanked individuals and households into the financial system. A public campaign 
aiming at enhancing the digital and financial literacy of remittance recipients should be 

organized. 
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 Financial institutions should collect reliable and comprehensive data on remittances. The 

availability of data is central to making accurate decisions. The Central Bank of 
Uzbekistan should organize the collaboration between commercial banks to enhance the 

data collection on remittance inflows, senders and recipients’ demographics, transaction 

details, country of origin, and transaction type. This data is essential for drawing the 

portfolio of senders and recipients, for understanding the importance of different 
corridors, and for developing strategies to harness the full potential of remittances.  

 

For data scientists, we recommend employing a combination of the Random Forest model and the 
SMOTE-ENN sampling technique when working with imbalanced datasets. Using SHAP values 

can provide interpretability to ML models. 

 
This is the first empirical study to examine the impact of remittance and recipient characteristics 

on saving behaviour. This study contributes to the literature in several ways. First, it uses the 

most recent transactional data, covering the period from 2017 to 2023, whereas previous studies 

used survey data. Second, we reveal the heterogeneous impact of different values of remittance 
features on recipients’ saving behaviour. In contrast, previous studies have either investigated the 

homogeneous effect of remittances or did not interpret the outcomes of machine-learning models. 

Third, we developed a machine-learning model with high performance. Financial institutions can 
use such models to build recommender systems and to promote deposit products. In other words, 

the results of this study will be of interest to financial institutions seeking to convert low-profit 

remittances into long-term deposits and investments and to policymakers seeking to harness the 
full potential of remittances for economic development.  

 

This study has some limitations. The first limitation is data-related: we obtained data from a 

single bank and did not compare the differences between banks. However, this limitation 
provides direction for future research. Another avenue for future research is exploring 

government policies for channelling diaspora remittances into diaspora investment. A 

comparative analysis of such diaspora engagement policies would help to draw lessons from the 
experiences of other countries that have successfully implemented similar policies.  
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