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ABSTRACT 
 
Medical Field, Robotic vision, Pattern recognition, Hurdle detection, and smart city are examples of areas 

that require image processing to achieve automation. Detecting an edge is an important stage in any 

computer vision application. The performance of the edge detecting algorithm is largely affected by the 

noise present in an image. An Image with a low signal-to-noise ratio (SNR), imposes a challenge to locate 

its edges. To improve the observable image boundaries, an adaptive filtering technique is proposed in this 

article. The proposed algorithm uses convolution of Gabor filter with Gaussian (GoG) operator to clean 

the noise before non-Maxima suppression. Furthermore, using variable hysteresis thresholding can further 

improve edge locating. The implementation of the algorithm was done by Python and Matlab. The obtained 

results were compared to a number of reviewed algorithms such as the Canny method, Laplacian of 

Gaussian, The Marr-Hildreth method, Sobel operator, and the Haar wavelet-based method. Three 

performance factors were used; PNSR, MSE, and processing time. The simulation result shows that the 

proposed method has higher PNSR, lower MSE, and shorter processing time when compared to the Canny 

detector, the Marr-Hildreth, Haar wavelet-based, Laplacian of Gaussian, and the Sobel operator methods. 

The higher PNSR, lower MSE, and shorter processing time mean improved edge details of the processed 

image. 
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1. INTRODUCTION 
 

Image processing is a kind of signal processing in which the input is the image and the output can 

be either an image or a collection of features or characteristics of an input image. Image 

processing is one of the main steps in the medical field, robotic vision, pattern recognition, 

Hurdle detection, and smart city [1], [2], [3]. We may perform image processing so as to enhance 

it for human interpretation, to enable information to be extracted for machine vision and 

interpretation [4], [5]. Image processing is also done to restore the image details and achieve 

pattern recognition [6]. Image processing can either be analog or digital. Digital image processing 

involves the use of computer-written algorithms to process it to get an enhanced version of it to 

extract important features for a given application. Digital image processing involves several 

stages. The stages are image acquisition, enhancement, transformation, morphological 

processing, segmentation, and finally representation and description [7].  The acquisition is 

converting light to digital images. Enhancement means improving an image by suppressing the 

noise and making the important features more observable.  Transformation is the representation 
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of an image into a format such as grayscale for ease of further processing. Morphological 

processing is the process of extracting image components necessary for shape representation. 

Segmentation involves separating a part or parts of an image that is useful for further processing. 

Segmentation is a difficult process in digital image processing. To successfully separate these 

parts from the rest of the image, we need to clearly define the boundaries of an image. An image 

boundary is often known as an edge [8]. An edge is a boundary separating two objects in an 

image. It is obtained by determining the continuous line of pixels separating two different 

brightness [9]. According to [10] and [11], An edge is a curve of pixel positions where a sudden 

change of brightness occurs. 

 

To locate an edge, a number of methods can be used. Robert operator, Sobel operator, Prewitt, 

and Canny are the basic methods for edge detection. Out of these methods, Canny is optimal. 

However, Canny faces four main challenges. First, the Gaussian filtering applied in the Canny 

method may blur the weak edges out causing them to be undetected. Secondly, Canny uses the 

same-sized sigma leading to missing weak edges. Thirdly, the Canny method involves very 

complex computations, this wastes time, therefore, is not a good approach in the application that 

requires real-time responses such as robotic vision systems and car plate number identification in 

a smart city. The Canny approach has another problem, the pixels at corners may appear in the 

wrong directions for their neighbors leading to the missing junction. This problem has been 

solved by the SUSAN edge detector [12]. The remaining issues present a research opportunity to 

enhance the algorithm. 

 

In this paper, a fast algorithm based on the variable thresholding technique, the application of the 

convolution of Gaussian with Gabor filters, and the use of different-sized Gabor filters before and 

after non-Maxima suppression is proposed. The main target is to overcome the two challenges of 

the Canny method. Firstly, is the possibility of losing the weak edges by using the same-sized 

Gaussian filter. Secondary, the long computation speed. The computational speed is improved by 

using variable-sized sigma and threshold depending on the brightness and noise level of an image 

pixel. The implementation is done using Python. 

 

1.1. Problem Statement 
 

Based on the literature review, the Canny method is the most effective method for edge detection, 

however, it has the following significant flaws. First, the Canny method’s Gaussian filtering may 

blur the weak edges out, making them go undetected. Additionally, Canny employs the same-

sized filter, which could result in the loss of weak edges. Last but not least, the Canny method 

requires time-consuming, extremely complex computations, making it a poor choice for real-time 

applications like smart city car plate recognition. To overcome these challenges, this paper 

proposes a fast algorithm based on the application of different-sized Gabor filters before and after 

non-Maxima suppression. Also, the algorithm adjusts the threshold and sigma size in accordance 

with the brightness and noise level of an image part to speed up computation. Python is used to 

carry out the implementation. 

 

This article is organized into five sections. Section 1 gives the introduction and the contributions 

of the proposed method. Also, section 1 defines the keywords used in the study and the problem 

statement. Section 2 is a literature review giving a survey on scholarly related works. Section 3 is 

about the methodology. Section 4 gives the experimental results and discussion. Finally, section 5 

provides the conclusion. The end of the paper also contains an acknowledgment of key 

contributors toward successfully of this work and a list of references used. 
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1.2. The Keywords  
 

An edge is a line joining the pixels separating two different light intensities in an image.  Edge 

locating of detection involves determining and drawing a line to connect all pixels that sits on the 

points of a sudden change of light intensity in an image. In order to locate an edge, the first and 

second derivatives of an image may be computed first. Filtering is a necessary part of edge 

detection. Filtering involves the suppression of noise to clearly define the areas with different 

light intensities. In this work, a Gabor filter is engaged. The Gabor filter was invented by 

Hungarian engineer Denis Gabor. Gabor filter is a band pass linear filter which is orientation 

sensitive. The filter examines whether the image contains any particular frequency content in 

particular directions in a focused area close to the point or region of analysis. Python is a general-

purpose and interpreted high-level language for computer programming. Python is chosen 

because it has simple codes and can be executed much faster than other languages’ codes. The 

syntax of Python is simple meaning that it can easily be learned, read, and developed. 

 

2. LITERATURE REVIEW 
 

The basic edge detection methods can be based on the first derivative or second derivative of an 

image function [13]. The operators are of two types, the gradient-based ones, and the Gaussian 

based. Gradient-based computes the first derivatives while the Gaussian based computes the 

second derivatives [14], [15]. Examples of Gradient-based operators are Sobel, Prewitt, and 

Robert operators. Examples of Gaussian-based operators are the Laplacian of Gaussian and the 

Canny method. Out of these methods, Canny is optimal but involves complex computation. Table 

1 summarizes the advantages and limitations of each of these basic algorithms. 

 

2.1. Related Works 
 

The canny proposal came to solve challenges imposed by other operators in Table 1. Despite the 

success of Canny methods, it has limitations hindering its application in many real-time 

applications. A number of studies have been done to solve the limitations of the Canny approach. 

Few works are reviewed in the following sub-sections. 

 

2.1.1. Bilateral Detector  

 

The bilateral edge detector has been proposed by Chandra and Abin [16]. Traditional bilateral 

filtering is a nonlinear method for smoothing the image while retaining its edges. Using domain 

and range kernels, the bilateral filtering operation is applied to a pixel's spatial neighbourhood. A 

Gaussian function serves as the domain kernel, which smoothens the image by giving each pixel 

a weight based on how far it is from the central pixel at a given location. The range kernel takes 

into account the radiometric distance of the pixels from the central pixel to preserve the edge. In 

order to achieve adaptive smoothing of the image, the intensity variations are taken into 

consideration. This is unlike the Canny method which uses the same sized filter and sigma. The 

bilateral detector is not an iterative method and hence reduces the computation time when 

compared to the Canny operator. 
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Table 1.  Summary of the advantages and limitations of the basic edge detection algorithms 

 

S/N Operator Advantages Limitations 

1 Robert Simple than all other operators, small 

sized mask (2x2 matrix) hence has the 

lowest computation time, Easy to 

search smooth edges 

It is very sensitive to noise,  it is not 

very accurate in edge detection 

2 Sobel Uses a small-sized mask (3x3 matrix) 

hence fast than Prewitt and Canny, it 

is easy to search smooth edges 

Inaccurate for weak edges, highly 

sensitive to noise, may fail to 

preserve diagonal direction points. 

4 Laplacian 

of 

Gaussian 

It can detect edges and their various 

orientations easily, and it has fixed 

characteristics in all directions 

It is sensitive to noise, localization 

mail fails at error curved edges, and 

It generates noisy responses that do 

not correspond to edges, so-called 

“false edges” 

 

S/N Operator Advantages Limitations 

5 Canny Suitable for step edge, non-sensitive 

to noise, and characterized by good 

localization   

Has complex computation, takes a 

long time to complete computations, 

and uses the same sized filter in 

strong and weak edges 

 

2.1.2. Haar Wavelet-based Algorithm 

 

By computing the sums and differences of adjacent elements, the Haar wavelet analyses can data. 

In this proposed method, the Canny detector is implemented with adaptive parameters using the 

Haar wavelet. These variables include sigma and others. It has been noted that canny detectors 

outperform conventional canny detectors when adaptive parameters are used. 

 

2.1.3. Soft Morphology-based Detectors 

 

The algorithm for mathematical morphology edge detection is presented by Shang and Jiang in 

[17]. In order to measure and extract the shape of the corresponding image for the purposes of 

image analysis and identification, Mathematical Morphology is a novel type of nonlinear 

algorithm. The basic operations of erosion and dilation, as well as open and closed operations, 

complete the type of interaction, making it more suitable for processing and analyzing visual 

information. A modified soft morphological edge detection algorithm that can accurately detect 

image edges while limiting the impact of noise and having strong robustness has been proposed 

after analysis and comparison of the conventional morphological edge detection algorithm. 

However, the computation speed is low and sensitive to noise hence the high probability of 

missing the weak edges. 

 

2.1.4. SUZAN Algorithm 

 

Brady and Smith invented the SUSAN algorithm as an improvement for the Canny detector. The 

algorithm shows better performance on low-contrast input images [18]. The study [19] proposes 

an adjustment of this algorithm to improve its performance in high-contrast input images. 

Another advantage of this detector is that its sensitivity to the noisy image is very small giving 

more edge details on images with low SNR when compared to another algorithm. 

 

Basically, SUZAN solved the inability of the Canny operator to locate junction edge pixels. With 

the Canny edge detector, the pixels at corners may appear in the wrong directions for their 
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neighbors leading to the missing junction. In this paper, the digital image will be represented by a 

mathematical model to ease analysis. 

 

However, the main weakness of this method is the high latency between taking the input, 

processing, and provision of results. 

 

2.1.5. Detectors based on Variable Sigma 

 

Many scholars have proposed an improved version of the Canny detector based on using the 

variable sigma, see [20], [21], [22]. These scholars suggest that if we engage variable sigma 

during image smoothing it also affects the non-Maxima suppression process. The Canny detector 

works by accepting the input image I and the sigma value to the Gaussian filter. The filter filters 

out the noise to reduce its effect. The ordinary Canny detector uses a constant-sized sigma 

throughout the smoothing of the image. The proposed approach determines the noise of a specific 

part of the image and assigns an appropriate sigma. As a result, the part of the image with more 

noise is applied with a large sigma while low noise parts are applied with a small valued sigma. 

 

2.1.6. The Marr-Hildreth Algorithm 

 

Another algorithm was suggested by [23] before the Canny edge detector. It is based on a 

gradient operator. It is superior to the Gaussian operator because it uses both Laplacian and 

Gaussian filters. Gaussian filter for blurring the image while Laplacian for detecting sharp edges.  

Thus the output image is the convolution of the input image and the Laplacian of the Gaussian 

operator (LoG). 

 

If the Gaussian filter is given by  
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The major weakness of this method is that it is sensitive to noise, localization mail fails at error 

curved edges, and it generates noisy responses that do not correspond to edges. 

 

2.2. Research Gap 
 

With all the algorithms proposed to solve the limitations of the Canny detector, there is no single 

algorithm solving all the limitations.  As discussed in section 2.1, most of the algorithms solve 

one or two limitations. There is no single proposed method for solving the iteration issue and the 

use of a constant filter issue. This motivated the researcher to propose an algorithm that uses 

different sigma and filter sizes in smoothing the digital image. The filtering is performed before 

and after non-Maxima suppression. 

 

 

 

 



Signal & Image Processing: An International Journal (SIPIJ) Vol.13, No.5, October 2022 

6 

3. METHODOLOGY  
 

3.1. Edge Detection Process 
 

The proposed algorithm has seven main stages. These stages are image acquisition, noise 

suppression stage, gradient computation, non-Maxima suppression, hysteresis thresholding, 

combining individual edges to form a single image, and output stage. The flow chart in Figure 1 

enlightens these stages. 

 

 
 

Fig 1. Edge detection process flow by the proposed algorithm 

 

3.1.1. Image Acquisition  

 

For easy processing, the input image is converted to a non-colored image called a grayscale 

image. The intensity of the image at any position ranges from 0 to 255. 

Mathematical representation of an image 

 

An image is nothing but a matrix of pixels packed in rows and columns [10-12], [13] also see 

[18] and [20]. The size of rows and columns depends on the resolution of an image. The 

resolution of an image is the total number of pixels represented as  nynx, . The digital image can 

be represented as a matrix of pixels’ intensity at a location ),( yixi where by  nx   is the width 

and ny is the height of the image. Let’s assume the input to the algorithm has been already 

converted to a grayscale image  njnii,jI ,..3,2,1,..3,2,1, ==  whereby 
jiI ,
  represents the intensity of 

the digital image at a point ),( ji . Practically the image contains a random noise jiN , which affect 

the pixel at the position ),( ji . Thus, the gray level of the image’s intensity can be represented by 

an additive mode shown as Equation. 

 

                                  
jijiji NIG ,,, +=
                                                                          (1) 
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3.1.2. Noise Suppression 

 

First, image G is cleaned by the Gaussian of Gabor operator. Good results have been observed by 

the use of this combination. Gaussian filter is a low pass filter for removing high-frequency 

components in an image [13], [16]. Gabor filter is a band pass filter allowing the defined set of 

frequencies. The Gabor filter was invented by Denis Gabor in 1971 [21]. At any specific location 

and given orientation, Gabor filters are very sensitive to the boundaries of two different 

intensities in an image [21].  

 

 Mathematically a 1-D Gabor filter can be viewed as a product of Gaussian function and 

sinusoidal function defined by Equation 2. 
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Whereby g is a Gabor function in the x-axis, x standard deviation (sigma) in the x-axis 

direction, f and  are the frequency and phase offset of the sinusoidal wave. 

  

 An image is a 2-D function hence we rewrite equation (2) into equation (3). 
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Equation 3 has both real and imaginary parts: 
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Fig. 2 (a) and (b) show a plot of 1-D and 2-D Gabor filters respectively. 

 

 
 

Figure 2. MATLAB plots of (a) 1-D and (b) 2-D Gabor filters  

 

To filter the unwanted information, the grayscale image in its mathematical model is convoluted 

with the Gabor filter. The blurring of the image by the filter is specified by sigma   [6]. 
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Suppose the input image to the filter is ),( yxI and the output image is ),( yxF , Figure 3 is the 

suggested smoothing architecture based on Equation (3). 

 

 
 

Figure 3. Noise smoothing architecture based on Gabor filter 

 

3.1.3. Gradient Computation 

 

The main concern is computing the gradient and finding the points pixel points with maximum 

change in grayscale intensity [13], [17]. Sobel operator is engaged to compute the gradients of the 

image pixels. The operator is applied in 2-D i.e. i  and j  directions. The Sobel operators in these 

two directions are given by matrices iM  and jM . 
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The matrices iM  and jM are convolved with blurred image pixels ),( jiF i  and j  directions. 

Equations (4) and (5) are the gradients at pixel point ( i , j ). 

   

                                                 ),(* jiFiMig =                                                                     (4) 

                                                 ),(* jiFjMjg =                                                                   (5) 

 

Edge: The magnitude of the edge E  is computed by applying Equation (6). look [17], [20], and 

[21]. 

                                          jgigE 22 +=                                                                          (6) 

 

The arc tan( igjg / ) give the direction of the computed gradient at pixel point ( i , j ). 

 

3.1.4. Non-Maxima Suppressions 

 

A non-Maxima is a small gradient of grayscale intensity at a point compared to that in either 

direction. Non-Maxima suppression means deleting this small gradient and preserve the larger 

one. This process is very important in object identification [14]. This stage involves marking of 
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the local maxima as edges. The resulting gradient image contains non-maxima. According to [16] 

and [20], these are deleted so as to create thin and clear edges. 

 

To achieve the suppression, the algorithm performs two process by using a Python do-while loop 

for all pixels. The proposed algorithm also adjusts the magnitude of the gradient for clear 

observation of the output image. 

 

Step1: Define the magnitude of gradient for clear observation. 

Step2: Round off the gradient of pixel ),( jiI  to nearest 45  degrees.  

Step3: Compare the magnitude of its gradient ),( jig to that at position )1,1( −− ji and that at   

position )1,1( ++ ji .  

Step4: If gradient magnitude at ),( ji is larger than the left and right ones, preserve the edge at 

),( ji . 

Step5: Otherwise preserve the large gradient either left or right by discarding the one at ),( ji . 

Step6: Adjust the gradient to the defined fixed magnitude. 

Step7: continue step1 to step4 for all pixels, i, j=1,2,3,4…. n 

 

Hence when compared to the gradient in either direction, the non-Maxima gradient at a point has 

a small grayscale intensity. 

 

3.1.5. Hysteresis Thresholding 

 

The proposed algorithm suggests using different sized threshold values at different parts of the 

image depending on the noise level. An image may have banding, a fixed pattern, or random 

noise [16]. This work only considers fixed pattern noise. The assumption is made such that noise 

will tend to make an edge weak at the affected point, hence the algorithm lowers the threshold 

value. This stage involves the deleting the edges that are not connected to the strong edges. The 

results of the previous stage still contain edges created by noise. The proposed algorithm uses the 

variable threshold values depending on the noise level kept in memory from stage 2 of image 

blurring by the Gabor filter. Two threshold values are selected at every pixel point. The proposed 

algorithm passes through the following steps to achieve hysteresis thresholding. 

 

Step1: If the gradient at point ( i , j ) > average of two threshold values, keep the gradient. 

Step2: If the gradient at point ( i , j ) < average of two threshold values, discard the gradient 

Step3: If the gradient at point ( i , j ) neither > nor < average of two threshold values, search in the 

3*3 matrix region. If not found increase the region size to 5*5 matrices. 

Step4: After step 3, repeat step 1 and step 2 to locate a maximum gradient.  

 

3.1.6. Combining Individual Edges to form a Single Image 

 

All gradients that pass a previous process are maintained in a matrix as an image with boundary 

traces. 

 

3.2. Algorithm Implementation 
 

The pseudocode for the process summarized in Fig.1 is given below  

 
1. Read colored image I 
2. Convert I to grayscale 
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3. j=1 
        4          While j<512 do 
        5.                  For i=1 to 512 
        6.                     I(i,j)= 0.2989 * R + 0.5870 * G + 0.1140 * B//RGB are the red, green and blue pixel 

intensities 
        7                 i=i+1, j=j+1 

8            end while 
9          Smoothen the grayscale image 
10 Compute gradients and suppress the weak gradients 
11 Perform hysteresis thresholding 
12  Get the edge image 

 

3.2.1. Python Programming  
 

Python is opted for because of its simple syntax, is based on object-oriented, and can speed 

computation [24]. Python is easy to learn as a high-level programming language and runs faster 

on hardware such as Raspberry pi. For this study, a converter tool called small Matlab and octave 

to Python compiler was used to convert an m-file to corresponding Python code.  

 

Part of Python code for image filtering 

 

 
 

3.2.2. MATLAB2019a 

 

Matlab is a numeric computation environment developed and supported by MathWorks. 

Matlab2019 was selected due to its flexibility in code conversion and improved computer vision 

toolbox.   
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3.3. Algorithm Testing 
 

Two DIT laboratory images were used for testing the implementation. The results summarized in 

Fig.4 was after several adjustments of sigma and threshold value.  

 

 
 

Fig 4. Results of algorithm testing 

 

4. EXPERIMENTAL RESULTS 
 

4.1. Variables 
 

Central spatial frequency: This is the frequency of the unidirectional sinusoidal signal. The range 

is (0 - 0.5) cycle per pixels.  In simulations, a maximum frequency of 0.5 cycle per pixels was 

used. This help to avoid possible breakdowns of the filtered image. See [14] and [21]. Low and 

high thresholds used were 5% and 30% respectively. 

 

Other variables such as sigma, lambda, s are shown in Table 2 
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Table 2.  Values of variables applied in simulation 

 

S/N Variable Value Entry Required 

value 

1 Sigma   2.01 1/
2  0.2475 

2 Lambda   3.3 1/   0.303 

3 Spatial speed s 0.3 2s  0.09 

 

4.2. Datasets 
 

Two standard images (Lena and sunflower) with a resolution of 512x512 were used to determine 

the algorithm’s performance. PSNR, MSE, and processing time were recorded. Furthermore, to 

compare the results with other algorithms, it was necessary to use standardized datasets [9], [18], 

[25]. Two laboratory images taken at Dar es Salaam Institute of Technology (DIT) was used in 

testing the algorithm only. 

 

4.3. Results Discussion  
 

The results obtained with the proposed algorithm as detailed in Table 3. Figure 4 shows filtered 

images and corresponding edge detection by proposed algorithm. 

 
Table 3. Simulation results 

 

S/N Image 

used 

Size used MSE 

(x10^3) 

PSNR 

1 Lena 512x512 

standard 

4.2398 12.06 

2 Sun 

Flower 

Image 

512x512 

standard 

3.8224 13.77 

 

 
 

Figure 4. Original images and their corresponding filtered images and edge detection for Lena and 

sunflower standard test images 
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4.4. Performance Comparison 
 

The proposed algorithm in this work is compared against other methods reviewed earlier. Even 

though not all works were compared but the best among them were selected. The proposed 

algorithm was compared against Canny detector, The Marr-Hildreth algorithm, Haar wavelet-

based algorithm, Soft morphology-based detectors, Laplacian of Gaussian, and Sobel operator. 
 

The performance comparison is done in terms of the following important terms in image 

processing: 

 

1. Mean Squared Error (MSE): Varies inversely proportional with the quality of the edge 

detected [22].  

2. Peak Signal to Noise Ratio (PSNR): Varies proportionally with the quality of edge 

detected [22].  

3. Processing time: This is a response time from the moment of accepting image to provision 

of the edge image. Processing time of different algorithms is summarized by study 

conducted by [25]. 

 

Table 4 shows the comparison results; the results show a significant improvement with the 

proposed study. 

 

From Table 4, the proposed method performs better in terms of PSNR and MSE and processing 

time when compared to the rest. The testing was not done for other standard images. It was 

conducted on 512x512-sized Lena and sunflower images. The reason is the unavailability of 

PSNR and MSE values of many algorithms. Other standard images such as salt pepper, apple, 

and Statue of liberty lack the values to compare with the proposed method [22], [25]. 

 
Table 4.  Comparison between the proposed method and reviewed methods in terms of PSNR, MSE and 

processing time values on Lena and sunflower standard 512x512 images 

 
S/N Algorithm Testing image MSE (x10^3) PSNR(dB) Processing 

time(s) 

1 Proposed Lena 4.2398  12.0621 3.1312 

Sunflower 3.8224  13.7701 N/A 

2 Canny detector 

[22],[23] 

Lena 15.7000 6.2060 3.9411 

Sunflower 87.54 8.7087 No data 

3 The Marr-Hildreth 

[22] ,[23] based on 

LOG 

Lena 19.53 5.2217 40.7277 

Sunflower 87.66 8.7024 No data 

4 Haar wavelet-based 

[23],[24]  

Lena 6.2343 11.8700 No data 

Sunflower   No data No data No data 

6 Laplacian of 

Gaussian [22], [23] 

Lena 19.53 5.2217 40.7277 

Sunflower 87.66 8.7024 No data 

7 Sobel operator 

[22],[23] 

Lena 19.42 5.2476 29.6719 

Sunflower 87.78 8.6965 No data 

 

5. CONCLUSION 
 

This article proposes an algorithm based on the Gaussian of Gabor filter (GoG) operator. The 

implementation has been done in Python and some parts were tested by Matlab2019a. Two 

standard images of Lena and sunflower were used to compute PSNR and MSE (summarized in 
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Table 3). The results in Table 3 were compared to the PSNR and MSE obtained by other 

reviewed edge detection algorithms. Moreover, the processing time of the algorithms in these two 

images was recorded and compared to that of the proposed method. The comparison of which has 

been presented in Table 4. 

 

Therefore, the proposed approach attains better edge detection with a thick edge or the 

boundaries of an image compared to the reviewed edge detecting algorithm. 
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