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ABSTRACT 
 
Lung nodules are tiny lumps of tissue that are common in the lungs. The nodule may be benign or 

malignant; malignant nodules are cancerous and can grow rapidly. For a long time, X-ray images of the 
chest have been utilized to diagnose lung cancer. We developed in this paper a computer aid diagnosis 

system (CAD) to atomically classify a set of lung x-ray images into normal and abnormal (with nodule and 

no-nodule) cases.  

 
We used 180 images in this work, the images are in full size no filtering or segmenting process were 

applied, 75 of them are for normal cases and the other 105 are for abnormal cases, at the same time 120 of 

the images have been used to train the classifier and 60 for testing.  

 
Our classifiers were fed with a variety of features, including LBP (local binary pattern) and statistical 

features. And a classifier was able to identify cases with nodule from cases without nodule with an 

accuracy (ACC) of 86.7% 
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1. INTRODUCTION 
 

Lung nodules are tiny lumps of tissue seen in the lungs. They appear on the computerized 
tomography (CT) and X-ray of the chest like white shadows. The size of these masses is variated 

from 0.5 to 3 cm [1].  

 

The nodule can be benign or malignant, Benign nodules are noncancerous while the Malignant 
nodules are cancerous and can grow so quickly. If the size of the nodules are more than 3cm it 

can be called masses[2]. Usually, those nodules are not cancer They may be a result of old 

infections or scar tissue or any other reason but test are always needed to get sure that they are 
not a cancer[3].  

 

Lung cancer is the leading cause of cancer deaths worldwide and it's one of the common cancers. 
The biggest problem is the lung cancer in earlier stage can be asymptomatic, most of patients 

discovered it in the third or the fourth stage and few of them discovered it  at the first stage[4]. In 

the united states the lung cancer came in the third place between all cancers type in the estimated 

numbers in 2021 for the people with cancer with 235,760 cases and in the first place of the cancer 
deaths with 131,880 deaths[5].   
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Using traditional methods in diagnosing, the radiologist will try to detect the nodules in many 
images. Sometimes one case may need more than one hundred CTs images check to get an 

accurate diagnosis[6]. In addition to the low efficiency in this method, it's make the doctors tired 

and affects the diagnosing, so they may misdetection or even not detecting nodules. Trying to 

avoid those challenges as much as possible, a lot of researchers tried developing CAD systems 
that can help doctors in diagnosing. it can do works of hours and hours from doctor's time in 

moments, saving time and energy of the doctors.  

 

2. LITERATURE REVIEW 
 

A lot of computer aided detection systems are following two stages model: first the frames 

extraction and second try to improving the system by reducing false positive rate[7]. however 
conventional systems have two clearly weaknesses, first the entire efficiency of the system is 

low. second is the difference between assumption and the reality, that will lead to deteriorated the 

overall detection result [8].  

 
Both classification and detection were successfully performed by deep learning because the large 

data that can be used and the amount of features that can be extracted [9]. Using deep learning in 

lung nodules detection is now  a  a hotspot in the area of research[10]. There are many deep 
learning models and One of the most common deep learning models is CNN the convolutional 

neural network and it's well suited for classification of images [11].  

 

Using CT scans Zhang et al.[12] performed a CAD system for the detection of lung nodules in 
2018. The system divided into 5 stages, first the lung segmentation and then the nodule candidate 

extraction and third the feature extraction then came the preliminary screening and in the end the 

reduction of the fails positive. The Average sensitivity and accuracy for the system are 89.3 and 
93.6%, respectively.  

 

Also, Li et al.[13] in 2018  they proposed nodule detection system based on CNN . they designed 
3 deafferents CNNs, each one has a different input size (12x12,32x32 and 60x60).  154 cases 

from the JSRT database were used. The highest sensitivity scored was 94% with an average of 

false positives rete of (5.0).  

 
Raunak Dey et al. in 2018 investigated 3D network to classify lung nodules in the CT image if 

it's benign or malignant[14]. They said working on 3D volumes yields gives an accurate result 

than working with 2D slices and a multi-views approximated 3D images. They used 2 datasets in 
their work, first is called LIDC-IDRI dataset[15] and the other is their own collected dataset. 

They tested 4 types of 3D networks (Basic CNN, Multi-Output, DenseNet and MoDenseNet). 

The higher results they got was using the MoDenseNet in both datasets, for the LIDC-IDRI ACC 
is 90.4% and for their dataset it is 86.84%.  

 

Another automatic detection system for lungs nodules Naqi et al. used a multistage 

segmentation[16], using the LIDC-IDRI dataset[15]. The identification of lung areas was the first 
step in segmentation. Then with using morphological processes, edge detection, and a bounding 

box combiation vessels and other undesired items were removed. Then, for feature extraction, a 

geometric texture features descriptor (GTFD) has been applied, then an SVM-ensemble classifier 
is used. Their work get accuracy of 99%.  

 

Earlier system was performed by Akram et al. for detecting and classifying lung nodules[17]. 

They segmented lung volume using thresholding and hole-filling morphological operators and 
then using multiple thresholding and pruning to extract candidate nodules. after that they extract 
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features (2D and 3D) and use SVM classifier to classify and evaluate 47 scans taken from LIDC 
dataset. their work achieved an accuracy of 84.90%, 87.65% sensitivity and 82.15% specificity 

 
Table 1. previous works comparison  

 

# Authors Year Database Methods Results  

1 Zhang et al.[12] 2018 LIDCIDRI - segmentation 

-Nodule locating 

-Feature extraction 

- prefatory screening 
-Fails positive reduction 

Sensitivity   

89.3%  

2 Li et al.[13] 2018 JSRT -3 CNNs with 3 input size 

-False positives reduction 

Sensitivity  

94% - 84%  

3 Raunak Dey et al. [14] 2018 LIDCIDRI -Basic CNN 

-Multi-Output-DenseNet 

-MoDenseNet 

Accuracy 

90.4% - 

86.84%  

4 Naqi et al. [16] 2018 LIDCIDRI -Lung region identification 

-Filtering-geometric 

texture features 

descriptor 

 -SVM-ensemble   

classifier 

Sensitivity  

98.6%  

 

Specificity  

98.2%  

5 Akram et al. [17] 2015 LIDC -Thresholding & holefilling 

morphological operators 

-extract candidate nodules 

-2D&3D feature extraction 

-SVM classifier 

accurecy  

84.9%  

 

3. METHODOLOGY 
 

The images were collected from a database called “The standard digital image database with and 

without chest lung nodules” [18]. The database contains 247 x-rays, 154 of which have nodules 

and 93 of which do not. The images came in high resolution High resolution, they are 2048 x 
2048 in matrix size and 0.175mm in pixel size and Useful for the CAD training purposes. In 

addition, they gave all information that may be needed in the process like the patient age and 

gender – mass diagnosis is it malignant or benign and its coordinates -degree of subtlety (how 
easy is to visually detect the nodule). We used the images as they came from the source directly, 

no segmentation or filtration were applied in the process. Then 120 images were chosen for the 

training and 60 for testing (105 with nodule & 75 without) we start adjusting the number of 
features to be extracted many times until we got the best accuracy. We used statistical features 

and they are: mode, matrix’s mean, variance, standard deviation and median. And same features 

for the derivatives. Other features were extracted are the local binary pattern features (LBP), they 

can detect in gray-scale images the uniform local binary pattern of textures [19]. After feature 
extraction we came to the classifiers, we used 2 classifiers in our work SVM and kNN. We also 

started adjusting the  classifiers to get a better.  
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Figure 1. The system's Flowchart  

 

3.1. Pre-Processing  
 

The images obtained from the database have a grayscale appearance. The black and white of the 

images were inverted when they were imported into MATLAB. In order to retrieve the colors 

into their original form we used (imcomplement) function in MATLAB.  
 

3.2. Used features   
 

3.2.1. Statistical feature  

 

3.2.1.1. Mean  
 

The average of a group of numbers is the mean 𝝁. It may be calculated by summing the numbers 

and dividing by the total number of observations.  
 

 
 
 



Signal & Image Processing: An International Journal (SIPIJ) Vol.13, No.6, December 2022 

5 

3.2.1.2. Standard Deviation  
 

The standard deviation 𝝈 is a statistical metric that quantifies the spread of values.  

 

 
 

3.2.1.3. Variance   
 

The variance S is a statistical tool used to evaluate variation. It computes the extent to which the 

dataset is dispersed 

 

 
 

3.2.1.4. Median  
 

The median is the value that divides a dataset into its upper and lower half. It was utilised to 

determine the highest frequency value.  
 

3.2.1.5. Mode  
 
The mode is the value with the highest frequency in a data set. It was utilized to determine the 

most probable value.  

 
In addition, three statistical features were extracted, they were the mean of derivatives, the 

standard deviation of derivatives, the mode and median of derivatives. All of these features were 

calculated using MATLAB's tools.  

 

3.2.2. Local Binary Patterns  

 

The local binary patterns (LBP) features recognise the homogeneous local binary pattern of 
textures in grayscale photos [38]. Utilizing rotationally invariant feature information, the 

histogram vector has a size of 10 because the size of the neighbours equals 8. Eight neighbouring 

pixels per pixel were utilised in the calculation.  
 

3.3. The Classifiers  
 
The CADe system concludes with classification. The collected features from the training set will 

be utilised as classifier inputs. The outcome of each image will then be provided, indicating 

whether the image contains or not nodules, in order to train the classifiers. Each classifier's output 
will be examined individually. When each classifier works successfully, the test dataset will be 

utilised to evaluate the performance of the CADe system. In this work, the following classifiers 

were employed: Support Vector Machine (SVM), k-Nearest Neighbour (KNN).  

 
SVM was created by V. Vapnik's team (AT&T Bell Labs), a commonly used supervised 

classifier. SVM can be used to train classifiers that are based on different functions such as linear, 

polynomial, radial basis and neural network function[20]. The data is represented in space by 
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SVM, which assigns binary classification to the classified data. In this investigation, our system 
gives no-nodule images a value of 0 and images with nodule a value of 1. To improve the 

performance of the classifier, several kernels might be utilized.  

 

kNN is a pattern recognition approach that is commonly used to classify data. It is primarily 
determined by adjacent sample observation. In the training set, The class of the class given by the 

majority of its k nearest neighbors will be used to classify the unclassified sample[21].  

 

4. RESULTS 
 

Before presenting our results, you have to know the following parameters:  

 

 TP is abbreviation of True Positive. 

 FP is abbreviation of False positive  

 TN is abbreviation of True negative  

 FN is abbreviation of False negative  
 

The Accuracy (ACC) an expression for the correct predictions   

 

ACC = (TP+TN)/(TP+TN+FP+FN) 
 

The Sensitivity (Sens) is an expression of the correctly positive cases were diagnosed   

 
Sens = TP/(TP+FN) 

 

Specificity (Spec) s an expression of the correctly negative cases were diagnosed  
 

Spec = TN/(TN+FP) 

 

AUC is an expression to give a general look about the system performance how good is it 
 

Table 2. Top three performances in percentage % of the classifiers  

 

Classifier Training\testing Sens Spec Acc AUC 

 

KNN - k=3  

 

Training 77 82 80 79 

Test 65 73 70 68.5 

 

SVM - RBF 

Training 87 86.5 86.7 85.7 

Test 68.4 70 70 67.4 

 

KNN - k=1  

 

Training 100 100 100 100 

Test 100 81.4 86.7 84 
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5. DISCUSSION  
 
This paper proposed an automated system for detection of lungs nodules using x-ray images of 

the chest. As we said before, using the traditional methods for diagnosing the radiologist may 

need to check a lot of images for one case which mean more time and efforts. Using the CAD 

systems in diagnosis will aid in the process, it takes no time to check a set of images and may 
detect nodules that’s didn't been detected by radiologists.  

 

Most of the studies in this field were using CT images of the lungs, in same time filters and 
segmentation were used in the process and these studies achieved a high accuracy system and a 

lot of them score more than 90%. The proposed system focused on using raw x-ray images with 

their whole size 2048x2048 directly and achieved an accuracy of 86.7%. we believe that the 
system can score more accuracy with some processing on the images like cropping small size 

tissues images or segmenting the lungs area or filtering unwanted objects like thoracic cage 

Bones but that will be out of our goal. To be honest we can't consider this system as a final 

diagnosis decider, it always will be the doctors and radiologists especially that’s from a patient 
side I'll not be receptive when i know my health situation was decided by a machine. So we 

considering this system as a doctors and radiologists assistance.   

 

6. CONCLUSION  
 

Lung cancer is one of the most frequent malignancies, and it is in the first-place cause of deaths 

by cancers in the world. The major issue is that lung cancer can be asymptomatic in its early 

stages, most patients find out about it in the third or fourth stages, and just a few find out about it 
in the first stage.   

 

In this paper, we have proposed a CAD system that may help in diagnosing lung nodule. The 
system proposed using MATLAB R2022a. As shown in the results, we reached a system with 

86.7% accuracy. We believe that with more work we and you can improve the performance of 

the system. We also recommend using other dataset in addition to or without the dataset we have 
used (JSRT), since the dataset is limited to 154 of images with nodule.  

 

LIST OF ABBREVIATIONS 
 

Table 3. List of abbreviations  

 

Abbreviation Stand for Abbreviation Stand for 

LBP local binary pattern CAD computer aided 

detection 

CT computerized  

tomography 

kNN k-Nearest 

Neighbours 

ROC receiver operating 

characteristic 

JSRT Japanese Society 

of  

Radiological 

Technology 

SVM support vector machine AUC   Area Under Curve 
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