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ABSTRACT 
 

One of the most popular medical diagnostic tools ever is X-ray imaging, and that's saying something 
considering how far biomedicine has come.The amount of information that may be retrieved from images is 

significantly impacted by the characteristics that are already there.We propose to apply the Euclidean 

distance transform technique for image preprocessing to take the advantage of the image feature 

technology that makes it easier to identify pneumonia cases.The paper concurrently applya number of 

image preprocessing techniques, such as binarization, thresholding, scaling, normalization, and others, to 

the sampled image before the features are obtained.  Then we extract the characteristics for image 

classification and recognition.The suggestion is verified and examined using the publicly accessible 

COVID-19, Pneumonia, and Normal image datasets. 

 
The objective is to acquire the maximum level of identification that is practically possible.This would 

create an accessible and affordable diagnostic and illness management tool that medical professionals 

might utilize in the event of the COVID-19 pandemic and other future events. 

 
The practical results showed that, given any query image of the three cases of X-ray  images; Covid-19 

case, Normal case and X-ray image of Pneumonia case the high precision is evident when correlating with 

the normal cases, which it negates the infection. 
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1. INTRODUCTION 
 

To acquire fresh perspectives and tackle outstanding issues in image analysis, writers introduced 

several techniques that have been suggested in the literature to convert the image into a different 
representation [1].The procedure of generating new images from a pre-existing dataset is referred 

to as image creation or synthesis. Euclidean Distance Transform (EDT) is a technique in the 

image processing domain that helps in converting the input binary image into the distance map of 
numeric value.X-ray images, in general,is the initial screening technique that proved beneficial in 

diagnosing any infection.These images offer significantly lower costs [2], faster results, and 

enhanced accessibility in comparison to the less common and more expensive CT scan machines. 

Like all diseases, pneumonia inflames the lungs' alveoli, which exchange oxygen. The fact that 
SARS–CoV–2 is not the only pathogen that may cause pneumonia is something that should be 

brought to attention. Other bacteria, molds, fungi, and viruses are all capable of causing 

pneumonia itself. In severe instances, the patient may need to be admitted to the ICU for 
mechanical ventilation to assist with respiration[3]. Identifying pneumonia involves greater 

complexity.Kawecki, D. and A. Majewska [4] facilitate the automatic detection of bacterial and 

viral pneumonia through the analysis of digital X-ray images.Current trends in image analysis 
indicate that most recent methodologies for identifying pneumonia in X-ray images rely on 

https://airccse.org/journal/sipij/vol16.html
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various adaptations of CNN-based deep learning algorithms, recognized as the leading techniques 
in the field. Several CNNs have been developed for the detection of pneumonia, including those 

referenced in the works of[5].Boilerplate models developed from the DenseNet-121 architecture 

[6] served as the foundational basis for the research outlined in [7, 8].An ensemble learning 

process, incorporating numerous weak models alongside transfer learning, was employed for the 
detection of pneumonia utilizing X-ray images as referenced in [9]. The most recent 

developments in research focused on automatic pneumonia detection in X-ray images highlight 

the use of CNN-based deep learning algorithms, which have been referenced in various related 
studies [10]. Additionally, other methodologies discussed in these studies incorporate machine 

learning algorithms alongside handcrafted textural features, demonstrating significant advantages 

as image analysis tools [11]. The definition of textural characterization indicates that this concept 
encompasses a diverse array of techniques aimed at parameterizing alterations in texture features 

associated with pathologies that may differ from other pathologies across various medical 

imaging modalities [12].The presented methods in the field of characterizing textural images are 

very good at using computers because they take very little time to run and only need small 
amounts of training data. 

 

Our work is interested in demonstrating the value of translating the X-ray image into a new 
representation toobtain powerful (sharprobust) features that enhance accuracy and expedite 

infection diagnosis.We apply an approach  calleddistance transform thatprovides a measure of the 

separation of points in the image and to take the advantage of the image feature technology we 
apply the Histogram of Oriented Gradients (HOG) features. Figure 1 shows a rough outline of 

how the work is organized. 

 

 
 

Figure 1. The exact plan of our paper structure. 

 

1.1. Objectives 
 

When considering expense, availability, and radiation exposure, Chest X-rays offer certain 

advantages over CT scans, making them potentially more suitable for routine use.  
 

1- The primary goal of this work is to serve as an illustration of analyzing the image by high-

level algorithms to exploit the feature structure of X-ray images in order to classify it as 

infected with viruses. 
2- The second is to be more proactive in preventing future epidemics or new varieties by 

learning from and studying past experiences. To do this, we must first provide sound policies, 
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decision-making processes, and management practices that may aid others in strengthening 
their response to the epidemic. 

 

2. APPLICATION OF ARTIFICIAL INTELLIGENCE IN THE DETECTION OF 

PNEUMONIA 
 

2.1. Introduction to AI-Based Solutions 
 

The means used by AI in diagnosing ailments entail faster evaluation and interpretation of data 

than humans can accomplish on their own [13]. Regular diagnostic techniques for such imaging 
involve radiologists' analysis of the images, which takes quite a long time and still presents 

variability. While developing such AI-based solutions manually is very time-consuming, requires 

human diagnostic proficiency and tends to be rather unreliable due to the subjective nature of 
visual pattern identification [14], AI can be trained on a giant set of medical images marked with 

pneumonia symptoms, which it can then identify with high reliability. It enables the availability 

of fast and uniform diagnostic evaluations from the AI system, excluding the probabilities of 

human-produced errors[15]. 
 

This improved accuracy and efficiency of AI in diagnosing diseases by identifying patterns that 

humans may overlook makes AI a great tool in early diagnosis, which can help detect pneumonia 
at a stage that will certainly respond to treatment [16]. By making physicians' diagnostic 

functionalities more sophisticated, artificial intelligence can contribute to enhancing the quality 

of treatment and preventing pneumonia and its impact on the health sector. 

 

2.2. Employing Archetype CNN-Based Deep Learning Algorithm for Pneumonia 

Diagnosis 
 

The use of CNN-based algorithms for pneumonia detection has been established to receive much 
attention, much attention with several studies showing that its use can effectively help in 

identifying pneumonia from chest X-ray (CXR) images [17]. 

 
CNNs are typically constructed hierarchically, starting with layers like the convoluted layer and 

the pooling layer, followed by the fully connected layer [18]. The output layers of the neurons in 

each convolutional layer connect the neurons from the other layers and are in touch with the 

higher layers. In convolutional layers, an image is convolved zoom through filters to produce 
edges, textures, shapes and so on or other features in deep networks. The pooling operation is 

available and works on feature maps. It decreases the dimensions of the feature map, but it takes 

only the main distinctions. They are connected fully and make decisions concerning the presence 
or absence of pneumonia [19]. 

 

Similarly, recently, several studies have discussed the efficiency of using deep learning CNN-
based models for diagnosing pneumonia. For instance, [20]propose a CNN approach for CXR 

images. Within this method, it was quickly realised that the results are, in fact, more precise at 

high levels than other strategies that have to use only converted machine learning methodologies 

for the basic detection of pneumonia. Likewise,Kaya and Gürsoy[21] reported a slightly more 
accurate CNN-based model for diagnosing pneumonia.They further expanded the view of deep 

learning models as groundbreaking in diagnostic medicine. 
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2.3. Recent Advances 
 

Remzan et al. [22] utilised a more effective deep learning structure, which is DenseNet-121, has 

recently produced a great performance in the tasks involving the classification of medical image. 
In DenseNet-121 models, there are mainly several notable layers that are connected densely 

while aiming at learning intricate features as well as enriching the classification functionality 

[26].Figure 2 shows an algorithm to apply Artificial Intelligence in the Detection of Pneumonia. 
 

 
 

Figure 2. Application of Artificial Intelligence in the Detection of Pneumonia [24]. 

 

3. APPLICATION OF EUCLIDEAN DISTANCE TRANSFORM TECHNIQUE 
 

3.1. Introduction to the Technique 
 

The Euclidean Distance Transform (EDT) is a technique in the image processing domain that 
helps in converting the input binary image into the distance map of numeric value.Applied in 

various domains such as vision and robotics systems, patterns and shape recognition, and 

practices of medical image analysis [25]. From the perspective of the EDT’s use in the selection 

and transformation of feature maps for machine learning models in diagnosing an important role 
in enhancing features that signify pneumonia in the context of medical diagnosis, notably in 

preprocessing CXR images for the identification of pneumonia, is evident[26]. Euclidean 

Distance Transform can also be defined as the procedure of approximating the distance of a 
feature belonging to the object to the feature of the object’s boundary. Distance transformation 

can be best explained by relating it to the technique used by the shortest distance transform 

algorithm & can be described as the estimation of the foreground against the nearest background 

point in terms of Eros Distance Transform [27]. 
 

3.2. In Relation to the Pre-Processing of Images 
 

As indicated in the literature, it is understood that noise and artefact structures are present in 

many CXR images and can interfere with the features of the pictures that are important in 

diagnosis [28]. With such adaptations, we are able to obtain distance maps that highlight edges 
and the general morphology of the organs of interest, such as the lungs, for accurate detection of 

pneumonia.The distance maps produced by the EDT can provide supplementary 

information for deep learning models, alongside the input intensity-based images. This 

would also enhance the model’s feature sensitivity, particularly on aspects like the presence of 

infiltrates or consolidations within the lungs. Additionally, the EDT can assist in making the 
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distribution of various shapes in space more standardised to make the models more stable and 
less sensitive to patient and imaging variability [29]. 
 

3.3. Explanation of Euclidean Distance Transform 
 

EDT applied to CXR images entails numerous steps, from image acquisition to the incorporation 

of distance maps in the machine learning model.  

 
3.3.1. Image Pre-processing 

 
CXR image database that includes good quality images or, in other words, ‘normal’ CXR images 

are collected [30]. On the other hand, images are converted to binary form. 

 

3.3.2. Distance Transform Computation 

 

The Euclidean Distance Transform process is performed on the binary images to obtain the 

distance maps [31]. The distance maps used in the calculation of similarity and dissimilarity to 
the standardised range are scaled and can be conveniently used for input in the machine learning 

model. 

 
Using the distance transform, one can determine the degree to which points in the image are 

separated from one another. This function determines the distance between each pixel that has 

been set to off (0) and the pixel that is closest to it that is not zero for binary pictures. Several 
different distance measures are supported by the function. 

 

 Euclidean distance is the distance between two dots that can be drawn in a straight line, 

as shown in Figure 3.  

 The city block distance metric measures the path between the pixels based on a 4-

connected neighborhood. As shown in Figure 4, pixels that touch diagonally are two 
units apart, while pixels whose edges touch are one unit apart.  

 According to an eight-connected neighborhood, the chessboard distance is a 

measurement that determines the path that connects the pixels. The pixels that are one 

unit apart from one another are those that have edges or corners that contact, shown in 
Figure 5.  

 The quasi-Euclidean measures the total Euclidean distance along a set of horizontal, 

vertical, and diagonal line segments as shown in Figure 6.  

 

 
 

Figure 3. 2-D Image Example and its Euclidean distance Transform. 

 

In 2-D the Euclidean distance between (𝑥1, 𝑦1)𝑎𝑛𝑑(𝑥2, 𝑦2) 𝑖𝑠: 
 

√(𝑥1 − 𝑥2)2 + (𝑦1 − 𝑦2)2. Adopted from (MATLAB). 
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3.3.3. Model Integration 
 

Convolutionally, the distance maps with the CXRs are integrated into a multi-channel input for 

feeding into the machine learning model [32]. The augmented dataset on the diagnostic accuracy 

of the model and the robustness of the augmented data on the trained model are evaluated [33]. 
 

 
 

Figure 4. 2-D Image Example and its cityblock distance Transform. 

 

In 2-D the cityblock distance between (𝑥1, 𝑦1)𝑎𝑛𝑑(𝑥2, 𝑦2)𝑖𝑠: |𝑥1 − 𝑥2| + |𝑦1 − 𝑦2| . Adopted 

from (MATLAB). 
 

 
 

Figure 5. 2-D Image Example and its chessboard distance Transform.  

 

In 2-D the chessboard distance between (𝑥1, 𝑦1)𝑎𝑛𝑑(𝑥2, 𝑦2)𝑖𝑠: 𝑚𝑎𝑥|𝑥1 − 𝑥2| + |𝑦1 − 𝑦2|. 
Adopted from (MATLAB). 

 

 
 

Figure 6. 2-D Image Example and its quasi-Euclidean distance Transform.  

 

In 2-D the quasi-Euclidean distance between (𝑥1, 𝑦1)𝑎𝑛𝑑(𝑥2, 𝑦2) 𝑖𝑠: 
 

|𝑥1 − 𝑥2| + (√2 − 1)|𝑦1 − 𝑦2|, |𝑥1 − 𝑥2| > |𝑦1 − 𝑦2| 

(√2 − 1)|𝑥1 − 𝑥2| + |𝑦1 − 𝑦2|, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒.Adopted from (MATLAB). 
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4. FEATURES EXTRACTION METHODS 
 
Thus, the textural features that have to be extracted must be carefully chosen and have a 

significant meaning, which can enhance the medical analysis for the identification of diseases and 

their future evolution [34].  

 

4.1. Feature  
 
An image is a function that uses pixel values for representation. Represent it using a separate 

coordinate system, known as features extraction/selection, which focuses on rates of change. 

 

A feature is a piece of data regarding the content of an image, usually pertaining to whether a 
certain area of the image possesses particular attributes. Features in an image could be particular 

structures like edges, points, or objects. Features detection is performed to the picture or to 

shapes that are described by boundaries or curves separating various image regions.More widely, 
any piece of data that is pertinent to resolving the computational problem associated with a 

particular application is referred to as a feature.  

 

4.1.1. Feature Extraction 
 

Transforming the input data into a calculated set of features is called feature extraction. The 

calculated set of features will extract the relevant information from the input data in order to 
perform the desired task 

 

4.2. Radiomics 
 

In oncology, the term radionics defines what comprises radionics, which entails obtaining 

numerous quantitative characteristics of an image from a digital picture [35]. The radiomics 
process is usually divided into two processes: the object of interest (for example, lung fields) and 

statistical analysis of the collected radiomic features, which is performed to investigate the 

corresponding associations with the clinical phenotypes of interest. 
 

The strength of radiomics is the information that makes it possible to obtain numerous 

quantitative imaging biomarkers which could be unnoticed by the human look [36]. With the use 

of multiple textural features, the usefulness of a radiomics approach has been reported within 
numerous CXR-based applications focused on tuberculosis, pneumonia, and lung carcinoma [37].  

 

4.3. Fractal Dimension 
 

It is actually a mathematical term that represents the degree of complexity of the texture and the 

extent of similarity between the larger and the smaller image [38]. Looking at the interpretation 
of the CXR image, the fractal dimension has emerged as a versatile textural feature for 

quantifying lung distortions [39]. Researchers have also published methods that involve 

calculating the fractal dimension of the lung regions and, hence, the ability to come up with 
models that distinguish normal images and abnormal images in a CXR with an acceptable level 

of accuracy[40].  

 

4.4. Super Pixel-Based Textural Feature Extraction 
 

Apart from radiomic and fractal dimensions, the use of superpixels has turned out to be fruitful as 
it considers the approach to extracting textural features from the CXR images [41]. Superpixels 
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are groups of connected pixels that are perceptually similar, and they are used as a medium for 
texture analysis. The superpixel concept or based strategy starts with dividing the CXR image 

into a set of superpixel regions and then evaluating textural measures (for example, GLCM, LBP) 

in each superpixel [42]. This method has the advantageof improving spatial localisation: Instead 

of working with individual pixels, the method involves considering the textural characteristics of 
superpixels, which allows the information about the image's spatial organisation to be used [43]. 

 

Advances in performance can be owed to several reasons, the biggest of which is the capacity of 
superpixels to describe the intricate and diverse features found in lung tissue. 

 

5. PRACTICAL PROCEDURES OF APPLYING EUCLIDEAN DISTANCE 

TRANSFORM ON CXR IMAGES 
 

Figure 7 showsthe detailed steps involved in applying the Euclidean Distance Transform to 

CXR images. 

 

5.1. A Simple Practical Pre-processing for Image Dissimilarity 
 

Using image technology and the Euclidean distance transform technique for preprocessing in 
order to take advantage of the image feature technology that makes it easier to identify cases in 

X-ray images. 

 

5.1.1. Case Detection  
 

The American College of Radiology (ACR) has recently updated its recommendations regarding 

the use of imaging for screening or primary diagnostic procedures [44, 45] 
 

 
 

Figure7.  Practical Procedures of Applying Euclidean Distance Transform on CXR Images. 
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Compared to chest radiography, there are significantly more papers in the literature describing 
chest CT in acute COVID-19 pneumonia. Chest CT has a higher sensitivity for finding problems 

that a chest radiograph could miss. Bilateral multifocal peripheral ground-glass opacities, with or 

without consolidation that might be spherical and exhibit "crazy paving" (ground-glass opacity 

with intralobular lines), are usual findings in adults. 
 

5.1.2. Data Resources 

 
Data on X-ray images, one can be accessed here: this https URL and also numerous datasets were 

located, data available in [46]. 

 

5.1.3. Euclidean Distance and Dissimilarity  
 

Using MATLAB;it is usual practice to use data augmentation to create artificial images 

(Euclidean Distance image) using the following methods: (1) Flip either vertically or horizontally 
;(2) rotate a certain amount;(3) scale inward or outward;(4) crop at random;(5) translate; and(6) 

add Gaussian noises to reduce overfitting. Our process can be broken down into the following 

steps: 
 

Get the image by ‘imread’ MATLAB function. 

 

i-  Crop and resize it using the MATLAB functions ‘imcrop’and ‘imresize’to be in 
length 192 and width 128.  

ii-  Sharp and filter the resized image using the MATLAB function ‘imgSharp’. After 

every sharped image is converted to greyscale, we are left with an array that contains 

values ranging from 0 to 255 in a single array element then converting to binary 
using the MATLAB functions ‘graythresh’ , ‘histeq’ and ‘im2bw’.  

iii- Segmentation with edge-sobel detection using the MATLAB functions ‘imfill’, and 

‘edge’.  

iv- Apply the distance transform.The distance transform is one method for extracting 

relevant features from an image that show internal patterns 

v- Implement the confirmation of infection by examin the similarity between a quary 
image Q and three database images; the confirmed infected database images I, the 

no-finding (normal) database images and the Pneumonia database images. 

vi- In order to determine the degree of similarity between query image Q and database 

image I, the following criteria are used: 
For each image I features vector and image Q features vector, the common distance 

measure used is the Euclidean distance which is defined as follows: 

D =





n

i i
Q

f

i
I

f

1

2)(

, where n is the quantity of features; the vector's length. 

 

vii- Only the image I with smaller distance, under an arbitrary suitable threshold t, will be 

chosen to match the query, i.e. if D < t, then I is similar to Q and classify it.  
 

The classification is completely controlled by adjusting the threshold t. We discovered that for a 

very big threshold, many database images are of the same class, even if the images are dissimilar, 
and for a very tiny threshold, practically one image corresponds to the class that is used as a 

query. 

 

 

https://github.com/ieee8023/covid-chestxray-dataset
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5.1.4. Results 
 

As a result, a transformation must be discovered in order to produce an accurate depiction of the 

internal patterns. One idea is to crop each image to show the chest.Figure 8shows an image with 
data augmentation techniques. Binary transformation shows pixel distribution and reduces 

dimensionality. 

 

 
 
Figure 8. Representative images with data augmentation techniques, such cropping, rescaling and sharping 

processed by MATLABsoftwar. 

 

 
 

Figure 9. The Euclidean distance transform for the binary image of three cases of X-ray images; Covid-19 
case, No-findings case and X-ray image of Pneumonia case. (processed by MATLAB softwar). 
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Figure 10. The same privious generated Image with A Histogram of Oriented Gradients (HOG) features is 

plotted over it. The edge directions, which are normal to the gradient directions, are shown in the plot. 

Graphing the plot with edge directions helps to recognize the contours and pattern that HOG encodes 

processed by MATLAB softwar. 

 

We apply the distance transform to get the transformed image. Subsequently, features are 
extracted using a Histogram of Oriented Gradients (HOG) while taking texture analysis into 

account. Figure9 shows samples of the produced images of the 2-D distance transformations for 

the supported distance methods and which provide a decent illustration of the internal patterns. 
Figure 10 shows samples of the produced images with A Histogram of Oriented Gradients (HOG) 

features is plotted over it.   

 

6. EVALUATION - INFLUENCE AND IMPLICATIONS OF HYPERPARAMETER 

TUNING 
 

6.1. Accurate Detection 
 
Deep learning was specifically used to identify and distinguish between viral and bacterial 

pneumonia in pediatric chest radiographs [47,48].  Additionally, attempts have been undertaken 

to identify different chest CT imaging findings.  By employing chest CT, Lin Li et al. [49] 

developed and tested a fully automatic framework to identify COVID-19. To assess the model's 
sturdiness, community-acquired pneumonia (CAP) and additional non-pneumonia examinations 

were incorporated.  This computer-aided diagnostic tool, according to [50], can considerably 

increase the speed and accuracy of diagnosing COVID-19 cases. In a pandemic situation where 
disease load and the need for preventive measures conflict with available resources, this might be 

very helpful. 
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6.2. Comparison of Application Methods 
 

The organization of elements is crucial for obtaining important information and achieving goals. 

Table 1 compares some Textural Features Extraction Methods. Table 2 summarizes various 
results and advantages of several applied techniques. 

 
Table1. Comparison of Textural Features Extraction Methods 

 

Method Description Advantages 

Radiomics 

Extracting large sets of quantitative 

imaging characteristics from digital 

images 

1. Provides numerous 

quantitative imaging 

biomarkers that may be 

overlooked by human 

observation 

2.  Features can be 

integrated with other 

patient data for more 

comprehensive models 

Fractal 
Dimension (FD) 

Mathematical measure of the degree of 

complexity and self-similarity in the 
texture 

1. Quantifies complexity 

and disorder in lung 

texture that may not be 

captured by standard 
image analysis 

2. Relatively robust to 

changes in image 

resolution and contrast 

Super pixel-

Based Textural 

Features 

Dividing the image into perceptually 

similar groups of pixels (super pixels) 

and extracting textural features from 

each super pixel 

1. Improved spatial 

localisation of textural 

information 

2. Reduced computational 

complexity compared 

to per-pixel feature 

extraction 

3. Increased robustness to 

noise and variations in 
the image 

. 
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Table 2.Several applied techniques offer various advantages. 

 

S/N Reference Description /Goal Advantages and results 

1 Abiyev, R. H. 

and M. K. S. 

Ma’aitaH [5]. 

They demonstrate the ability to classify 

chest diseases in chest X-rays using 

conventional and deep learning methods. 
The research introduces convolutional 

neural networks (CNNs) for diagnosing 

chest illnesses. The CNN architecture and 

design principle are shown. 

Comparatively, BPNNs with supervised 

learning and CpNNs with unsupervised 

learning are used to diagnose chest 

illnesses. This research shows that chest 

diseases may be classified in chest X-rays 

using conventional and deep learning 

methods. The research introduces 
convolutional neural networks (CNNs) 

for diagnosing chest illnesses. They 

present CNN's architecture and design 

principle. Comparatively, BPNNs with 

supervised learning and CpNNs with 

unsupervised learning are used to 

diagnose chest illnesses.  

CNN demonstrated superior 

generalization capacity compared to 

BPNN and CpNN, despite higher 
computation time and recurrenceIt was 

found that CNN had stronger 

generalization capability than BPNN 

and CpNN, but required more 

computing time and iterations. 

 

2 Kawecki, D. 

and A. 

Majewska 

[4]. 

This paper aims to facilitate the automatic 

detection of bacterial and viral 

pneumonia through the analysis of digital 

X-ray images. The document offers a 

comprehensive report on the progress 
achieved in the accurate detection of 

pneumonia and subsequently outlines the 

methodology employed by the authors. 

This study presents three classification 

schemes: normal versus pneumonia, 

bacterial versus viral pneumonia, and a 

categorization of normal, bacterial, and 

viral pneumonia.  

Classification accuracy for normal, 

bacterial, and viral pneumonia pictures 

was 98%, 95%, and 93.3%, 

respectively. Comparing this approach 

to the accuracy recorded in the 
literature, it is the most accurate. 

Consequently, the suggested study may 

facilitate expedited pneumonia 

diagnosis by radiologists and assist in 

the rapid screening of pneumonia 

patients at airports. 

 

3 Chouhan, V., 

et al. [9]. 

They suggest a new deep learning 

approach that uses the idea of transfer 

learning to find pneumonia. Image 

features are retrieved using neural 

network models pretrained on ImageNet 
and input into a classifier for prediction. 

Five models were created and evaluated.  

Using unknown data from the 

Guangzhou Women and Children's 

Medical Center dataset, the ensemble 

model achieved 96.4% accuracy and 

99.62% recall. 
 

4 Moujahid, 

H., et al. [11]. 

 

They suggest utilizing CNN-based 

classification models with transfer 

learning to diagnose pneumonia. Results 

are compared to choose the optimal 

model for the task based on specific 

criteria.  

Similar to accuracy curve analysis, their 

technique demonstrates that the VGG16 

model is the most effective for 

detecting pneumonia. NasNetMobile 

model yields the worst performance for 

this assignment.  

In a manner similar to accuracy curve 
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S/N Reference Description /Goal Advantages and results 

analysis, this tool confirms that the 

VGG16-based model is the most 

effective in accomplishing the 

pneumonia detection task.  

The NasNet Mobile model yields the 

worst results for this challenge. 

 

5 Hammoudi, 

K., et al. [17] 

To diagnose viral pneumonia, tailored 

deep learning models are suggested. Viral 
pneumonia cases during a COVID-19 

outbreak are thought to indicate infection. 

Also, simple health markers are 

suggested for evaluating infection status 

and forecasting patient status from 

pneumonia cases.To diagnose viral 

pneumonia, tailored deep learning models 

are suggested. Viral pneumonia cases 

during a COVID-19 outbreak are thought 

to indicate infection. Also, simple health 

markers are suggested for evaluating 
infection status and forecasting patient 

status from pneumonia cases.  

Training deep learning models on 

publicly available chest X-ray images 
can screen viral pneumonia, according 

to experiments. COVID-19-infected 

individuals' chest X-rays are diagnosed 

using performed detection models. 

 

6 idhya, B., et 

al. [24].  

A software is being developed to 

diagnose pneumonia from the lung sound 

using a gradient enhancing algorithm in 

the proposed work. For pneumonia 

diagnosis, lung sounds suffice. The 

Electronic Stethoscope records lung 

sounds for doctors. Lung noises are 

treated with audacity. This software 

separates needed and undesirable sounds. 

For algorithm training, healthy audio 

recordings are labeled 0 and pneumonia 
patient audio files are labeled 1.  

During diagnosis study and 

performance evaluation with support 

vector machine and k-nearest neighbors 

(KNN) algorithms, gradient boosting 

showed good identifying property with 

97% accuracy.  
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S/N Reference Description /Goal Advantages and results 

7 Nneji, G. U., 

et al. [32] 

This study introduces a multi-channel 

image processing approach for the 

automatic extraction of features and 

identification of pneumonia in chest X-

ray images. The proposed approach aims 

to tackle the issue of low quality and to 

identify pneumonia in chest X-ray 
images.  

Three channels of chest X-ray (CXR) 

images—Local Binary Pattern (LBP), 

Contrast Enhanced Canny Edge 

Detection (CECED), and Contrast 

Limited Adaptive Histogram Equalization 

(CLAHE)—are analyzed using deep 

neural networks. LBP CXR features are 

extracted using shallow CNN, CLAHE's 

using pre-trained inception-V3, and 

CECED's using pre-trained MobileNet-

V3. Three channel feature weights are 
combined and softmax classification is 

used to produce the final identification 

result. 

The suggested network accurately 

classifies pneumonia based on 

experimental results. The proposed 

technique achieved 98.3% accuracy, 

98.9% sensitivity, and 99.2% 

specificity on a publically available 

dataset. Compared to single and state-
of-the-art models, our suggested 

network performs similarly.  

8 Lin Li et al. 

[49]. 

The objective is to create a 

comprehensive automated system for the 

detection of COVID-19 through chest CT 

imaging and to assess its effectiveness. 

 

On lung CT scans, COVID-19 could be 

found with a deep learning method 

(area under the receiver operating 

characteristic curve, 0.96). 

Deep learning to detect community-

acquired pneumonia on chest CT 

(AUC, 0.95). 

9 Ortiz-Toro, 

C., et al.[51]   

Employed textural characteristics to 

automatically identify pneumonia in chest 

X-ray image.  

Recognize pneumonia in chest X-ray 

images automatically.  

10 Çinkooğlu, 

A., et al.[53]  

Compared CT scans using a simplified 

scoring system developed for emergency 

room triage. 

Chest X-ray effectiveness in diagnosing 

COVID-19 pneumonia 

 

11 Yang, W., et 

al. [54] 

Introduced the role of imaging in 2019 

novel coronavirus pneumonia (COVID-

19). 

Imaging helps doctors make earlier 

diagnoses, which lets them limit and 

respond to this contagious disease 

faster. This way, the outbreak can be 

stopped as soon as possible by working 
together. 

12 Vidhya, B. et 

al. [59] 

An investigation into diagnostic and 

performance testing with different 

machine learning algorithms, such as the 

support vector machine and k-nearest 

neighbours (KNN) algorithms. 

This proposed method showed that the 

gradient boosting algorithm is very 

good at identifying things, with a 97 

percent success rate also demonstrates 

superior diagnostic capabilities for 

pneumonia compared to other artificial 

intelligence and deep learning 
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S/N Reference Description /Goal Advantages and results 

techniques. This approach can 

additionally be utilized to forecast the 

lung sounds of individuals affected by 

COVID. 

 

7. DISCUSSION - COMPARISON OF CONTRAST-ENHANCED DIAGNOSTIC 

IMAGING BETWEEN PNEUMONIA PATIENTS AND HEALTHY CONTROLS 
 

7.1. Common Diagnostic Methods 
 
Proper diagnosis and therapy are needed for pneumonia. The chest X-ray (CXR) and the 

computed tomography (CT) scan are the two principal imaging modalities that are used for 

diagnostic purposes. CXRs are cheap and easy to find, showing the chest's architecture and 

opacities quickly. CT scans provide improved clarity and resolution on the pulmonary 
parenchyma, which enables a more comprehensive and accurate evaluation of abnormalities in 

the lungs. CT is better than quantum dot imaging for detecting microlesions and lung disorders.  

 

7.2. Advantages of CXR 
 

Pneumonia diagnosis is best started with a chest X-ray (CXR) due to its cost-effectiveness, 
availability, and low-resource requirements. CXRs provide less radiation than CT scans, making 

them safe for children and pregnant women. Repeated imaging is possible if needed. In acute 

wards, where prognosis is critical, CXRs are faster. Fast results enable speedier treatment, 
improving healing and lowering the risk of deterioration. The price, radiation-free nature, and 

quick results of CXRs make them an effective and safe pneumonia diagnostic tool [51-53]. 

 

7.3. Challenges in Pneumonia Detection 
 

Due to their varied imaging appearances, pneumonia radiographic symptoms are hard to spot. 
Identifying lung consolidation X-ray findings might be difficult and delay or prevent diagnosis. 

The imaging pattern of pneumonia resembles tuberculosis, lung abscesses, and bronchitis. Also 

use microbiological tests or high-level imaging to diagnose. Clinical history and physical 
examination can also help diagnose. The assignments of chest X-rays are opaque, thus training, 

experience, and subjective treatment goals affect diagnosis [54-58].Vidhya, B. et al. [59] 

investigated that the gradient boosting algorithm is very good at identifying things, with a 97 

percent success rate also demonstrates superior diagnostic capabilities for pneumonia compared 
to other artificial intelligence and deep learning techniques. 
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Figure 11. Comparison of Contrast-Enhanced Diagnostic Imaging between Pneumonia Patients and 

Healthy Controls. 

 

7.4. Experimental Results 
 

In the experiment, we present a small example that examines the performance of the matching 

procedure using various thresholds across three distinct datasets. We reported three schemes of 
matching: (i) normal query image  vs normal dataset, normal query image  vs pneumonia dataset 

and normal query image  vs COVED-19 pneumonia dataset. (ii) pneumonia query image  vs 

normal dataset, pneumonia query image  vs pneumonia dataset and normal query image  vs 
COVED-19 pneumonia dataset.(iii) COVED-19 pneumonia query image  vs normal dataset, 

COVED-19 pneumonia query image  vs pneumonia dataset and COVED-19 pneumonia query 

image  vs COVED-19 pneumonia dataset. 

 

 
 

Figure 12.The precision achieved with applying the quasi-Euclidean distance transform technique. 
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Figure 13. The precision achieved with applying the HOG Features after quasi-Euclidean 

distance transform technique. 

 

Figures12 and 13 show the precision achieved with various thresholds when applying the quasi-
Euclidean distance transform technique and HOG feature.  The similarity quantifies the extent of 

the difference between the features of the query image and those of the database feature image. 

We employ precise metrics to evaluate the performance of the matching system, which are 
defined as follows: 

 

Precision =
Number of images matched

Total number of all  images in dataset
 

 

The precision refers to the ratio of true positive matches to the total number of dataset cases.  

From the precision achieved, we can summaries;the high precision is evident when correlating 

with the normal cases, which it negates the infection. 
 

8. CONCLUSION 
 

In this present paper, the Euclidean distance transform technique has been discussed while 
analysing the image preprocessing for the chest X-ray images where COVID-19 and pneumonia 

cases were identified. This study was set to get the maximum sensitivity of COVID-19 

pneumonia in comparison to other types of pneumonia and normal lung pathology as the chest X-

ray images are cost-efficient, easily available and have minimal radiation exposure, unlike CT 
scans.  

 

Euclidean distance transform was introduced as a preliminary step with the assumption that it 
could facilitate the differentiation between various types of pneumonia in the chest X-ray images 

through simplification of the input data and emphasising important features to help deep learning 

algorithms.  
 

The introduced quick small  experiment demonstrated that, the Euclidean distance transform 

helps in finding important patterns and making detection more accurate. 

 
Future work seeks to present a strategy that involves preparing the input image or time series data 

using various techniques to highlight the critical components of the data, resulting in precise 

outcomes. Due to the data's comprehensiveness and complexity, this endeavor may prove to be 
difficult. 
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